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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Reviewers of Manuscripts, 2002

Each year the Journal endeavors to publish a list of all the persons who
reviewed manuscripts during the preceding year. The names of the following
reviewers were omitted from the list of 2002 reviewers which appeared in
the June 2003 issue beginning on page 2947. The Journal is very grateful to

its reviewers and expresses its appreciation to these individuals who gener-
ously provide their time to help Associate Editors decide which papers
should be published and to give constructive criticisms to the authors.

Abramson, Arthur S.
Horwitz, Amy R.
Tollin, Daniel J.

Kenneth A. Cunefare—For contribu-
tions to structural acoustics and noise
control.

John M. Harrison—For broad contri-
butions to the understanding of the
physiology of auditory efferent feed-
back.

Jeffrey A. Nystuen—For contributions
to acoustical measurement of rainfall on
the ocean.

Michael D. Richardson—For contribu-
tions to the acoustics of marine sedi-
ments.

Evan K. Westwood—For contributions
in underwater sound propagation.
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Cynthia G. Clopper selected recipient of the
2003 Stetson Award

ASA member Cynthia G. Clop-
per was selected the recipient of the
2003–04 Raymond H. Stetson Schol-
arship in Phonetics and Speech Pro-
duction. Ms. Clopper is a graduate stu-
dent in the Department of Linguistics,
conducting research in the Speech Re-
search Laboratory at Indiana Univer-
sity, Bloomington, IN. She received a
B.A. degree from Duke University.
Ms. Clopper’s current work includes
development and collection of a multi-
talker, multidialect corpus of spoken
language and perceptual and acoustic
research on the categorization of
American English regional dialects.

The Stetson Scholarship, which
was established in 1998, honors the memory of Professor Raymond H.
Stetson, a pioneer investigator in phonetics and speech science. Its purpose
is to facilitate the research efforts of promising graduate students and post-
graduates. The Scholarship includes a $3000 stipend for one academic year.
Past recipients have been Roger Steeve~1999!, Elizabeth K. Johnson
~2000!, Jeffery Jones~2001!, and Meena Agarwal~2002!.

Applications for the award are due in March each year. For further informa-
tion about the award, please contact the Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, Tel: 516-
576-2360; Fax: 516-576-2377; E-mail: asa@aip.org; Web: http://asa.aip.org.
Application information can also be found on the ASA Home Page at^http://
asa.aip.org/fellowships.html&.

ASA Celebrates the 25th Anniversary of the
F. V. Hunt Fellowship in Acoustics

This year marks the 25th anniversary of the F. V. Hunt Postdoctoral
Research Fellowship program of the Acoustical Society of America. The
fellowship was established by the Society with ongoing support from the
estate of former ASA President, Gold Medalist, and Harvard University
professor Frederick V. Hunt. A scientist whose accomplishments included
the training of 38 successful PhD candidates, as well as supervision of
several additional post-doctoral fellows, Professor Hunt had a sincere desire
to further the science of, and education in, acoustics.

At the end of their fellowship year Hunt Fellows are asked to write a
report, to be published in theJournal, describing their activities. Some of
these reports are scattered throughout JASA, with reports of several recent
Fellows appearing below. The list of names of all recipients, included below,
highlights the impact that this program has had on the Society itself. Many
of the recipients have remained active and productive members of the
Society.

F. V. Hunt Postdoctoral Research Fellows
1978–79—Steven L. Garrett
1979–80—Mary J. Osberger
1980–81—Cynthia A. Prosen
1981–82—Daniel Rugar
1982–83—Wesley N. Cobb
1983–84—Mark F. Hamilton
1984–85—Christine H. Shadle
1985–86—Anthony A. Atchley
1986–87—M. Christian Brown
1987–88—Ian M. Lindevald

1988–89—Elizabeth C. Oesterle
1989–90—E. Carr Everbach
1990–91—Kenneth A. Cunefare
1991–92—Gregory J. Sandell
1992–93—Quan Qi
1993–94—Charles E. Bradley
1994–95—T. Douglas Mast
1995–96—Robin O. Cleveland
1996–97—Mark A. Hasegawa-Johnson
1997–98—James J. Finneran
1998–99—Lily Wang
1999–00—Penelope Menounou
2000–01—James C. Lacefield
2001–02—Chao-Yang Lee
2002–03—Constantin C. Coussios
2003–04—Tryone M. Porter

Reports of Hunt Fellows

Reports of previous fellows can be found in JASA as follows: 8th
Fellow—Anthony A. Atchley, Vol. 88, 2895~1990!; 9th Fellow—M. Chris-
tian Brown, Vol. 88, 2896~1990!; 12th Fellow—E. Carr Everbach, Vol. 89,
3011 ~1991!; 15th Fellow—Quan Qi, Vol. 97, 1341~1995!; and 18th
Fellow—Robin Cleveland, Vol. 105, 1453~1999!.

Report of the 13th F. V. Hunt Postdoctoral Fellow (1990–1991)
Kenneth A. Cunefare, The Georgia Institute of Technology, School of Me-
chanical Engineering, Atlanta, Georgia 30332-0405

The F. V. Hunt Postdoctoral Fellowship enabled me to spend a year in
residence at the Institute for Technical Acoustics, Technical University of
Berlin, Germany, working with Herr Dr. Prof. Manfred Heckl. My research
topic was the investigation of the concept of exterior acoustic radiation
modes, the idea that exterior acoustic fields could be decomposed in an
orthogonal expansion~via an eigenvalue problem or a singular value decom-
position!, where the eigenvalues correspond to radiation efficiencies and the
corresponding eigenvectors correspond to particular vibration patterns on
the surface of the body of interest.

The concept of exterior acoustic radiation modes was in its infancy.
My approach to the concept developed from seeking answers to the ques-
tion: What vibration pattern on the surface of a structure will be minimally
efficient for acoustic radiation? Posing the question as a classical minimiza-
tion problem, I was able to formulate an eigenvalue problem that yielded
eigenvalues and eigenvectors that were subsequently interpreted as radiation
efficiencies corresponding to particular patterns of vibration. Focusing on
baffled beams and plates, I was able to develop and interpret the radiation
modes as superpositions of structural modes. Using the analytical develop-
ment of Davies related to the wavenumber dependency of the radiation
efficiencies for individual structural modes, I was able to develop the wave-
number dependence for radiation modes below coincidence. I subsequently
investigated issues related to convergence of the radiation modes, given that
various functions or discretized-element-based methods could be used in the
formulations of the basic problem. Further, the work naturally led to inves-
tigation of acoustic coupling between structural modes under harmonic ex-
citation. Finally, I wrestled with the inverse problem of how to force a
structure to respond in a desired vibration pattern matching a radiation mode
pattern.

In the course of my work, I had occasion to use material from Cremer
and Heckl’sStructure-Borne Sound~2nd ed.!. Imagine my consternation to
discover therein the assertion that structural modes are uncoupled in the
acoustic field! If such were true, then my work was wrong. After weeks of
careful development and cross-checking, I was finally prepared to face Prof.
Heckl with the audacious claim that I’d found an error in his text. As a
newly minted Ph.D., I was not looking forward to the meeting. However,
with characteristic grace and humor, Prof. Heckl instantly recognized that I
had indeed found an error; all my anxiety was for nought.

It turns out that others were working on the concept at the same time:
Borgiotti and Photiadis published original material on the radiation modes
concept in 1990.

Cynthia G. Clopper
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During the course of my Fellowship, I discussed and reviewed my
work with Herr Dr. Prof. Manfred Heckl, as well as with Dr. Klaus Brod. I
also interacted with Dr. Martin Ochmann, on matters related to acoustic
radiation modeling using boundary element and multi-pole synthesis meth-
ods.

The following is a list of the publications and presentations that re-
sulted, or followed from, the work I conducted under the Fellowship:

Journal Publications
Kenneth A. Cunefare, ‘‘The minimum multimodal radiation efficiency of
baffled finite beams,’’ Journal of the Acoustical Society of America,90~5!,
pp. 2521–2529~1991!.
Kenneth A. Cunefare, ‘‘The effect of modal interaction on sound radiation
from vibrating structures,’’ AIAA Journal,30~12!, pp. 2819–2828~1992!.
Kenneth A. Cunefare and M. Noelle Currey, ‘‘On the exterior acoustic
modes of structures,’’ Journal of the Acoustical Society of America,96~4!,
pp. 2302–2312~1994!.

Conference Proceedings and Presentations
Kenneth A. Cunefare, ‘‘Minimum multimodal radiation efficiency of
beams,’’ in das Plenarvortra¨ge und Kurzreferate der 17, Gemeinschaftsta-
gung der Deutschen Arbeitsgemeinschaft fu¨r Akustik, Part A, pp. 169–172,
April 1991.
Kenneth A. Cunefare, ‘‘Active noise control and the modes of planar struc-
tures,’’ AIAA 30th Aerospace Sciences Meeting and Exhibit, paper AIAA
92-0372, 6–9 January 1992, Reno, NV.
Noelle Currey and Kenneth A. Cunefare, ‘‘On the convergence behavior of
the exterior acoustic modes of structures,’’ 124th Meeting of the Acoustical
Society of America, New Orleans, LA, 31 October–4 November 1992
Kenneth A. Cunefare and Noelle Currey, ‘‘The exterior acoustic modes of
structures,’’ 126th Meeting of the Acoustical Society of America, Denver,
CO, 4–8 October 1993.
Noelle Currey and Kenneth A. Cunefare, ‘‘The radiation modes of baffled
finite plates,’’ 127th Meeting of the Acoustical Society of America, Massa-
chusetts Institute of Technology, Cambridge, MA, 6–10 June 1994.

Seminars
Kenneth A. Cunefare, ‘‘Minimum multimodal radiation efficiency,’’ Semi-
nar, Drittes Physikalisches Institut, 28 November 1990, Go¨ttingen, Federal
Republic of Germany.
Kenneth A. Cunefare, ‘‘The exterior acoustic modes of structures,’’ Seminar,
Institute of Sound and Vibration Research, The University, 25 April 1991,
Southampton, United Kingdom.
Kenneth A. Cunefare, ‘‘The acoustic velocity modes of structures,’’ Seminar,
Institute for Technical Acoustics, The Technical University of Berlin, 9 July
1991, Berlin, Federal Republic of Germany.
Kenneth A. Cunefare, ‘‘New ideas on the topic of global optimization of
active noise control and vibration,’’ Center for Acoustics and Vibration,
Seminar, The Pennsylvania State University, 19 August 1991, State College,
Pennsylvania.
Kenneth A. Cunefare, ‘‘The exterior modes of structures,’’ Seminar, Georgia
Chapter of the Acoustical Society of America, Georgia Tech, 17 October
1991, Atlanta, Georgia.

Report of the 17th F. V. Hunt Postdoctoral Fellow (1994–1995)
T. Douglas Mast, Ethicon Endo-Surgery, 4545 Creek Rd., Cincinnati, Ohio
45242

My tenure as a Hunt fellow was spent at the University of Rochester
Diagnostic Ultrasound Research Laboratory in Rochester, New York, where
I collaborated with Professor Robert Waag and others on theoretical, com-
putational, and experimental investigations of acoustic scattering from soft
tissues. These investigations had the general goal of improved methods for
ultrasonic diagnosis of disease. The specific motivation for the research was
to develop improved quantitative and high-resolution diagnostic techniques
for use with next-generation ultrasonic apparatus.

The initial work in my fellowship included collaborating on the de-
sign, testing and implementation of a new ring transducer system.1 Part of
this work involved analysis and computations applied to the design of ex-
periments for measurement of intrinsic parameters of tissue from angle- and
frequency-dependent scattering. The theoretical results of this research pro-
vided a quantitative characterization of available accuracy in ultrasonic mea-
surements in terms of wavespace resolution.2,3 This analysis helped to lay
the groundwork for subsequent experiments that showed the feasibility of

such measurements in a practical fixed transducer configuration. Experi-
ments performed by Tomas Jansson using the ring transducer system were
analyzed using a new data reduction method and showed good agreement
between theoretical and measured differential scattering cross-sections for
test objects.4

In studies of quantitative imaging using inverse scattering, I had the
great pleasure of collaborating with Adrian Nachman as well as Professor
Waag. These studies began with an analysis of the eigenfunctions of scat-
tering operators that explained how these eigenfunctions focus on discrete
and distributed scattering media.5 We subsequently applied these focusing
properties in a method for inverse scattering using the retransmitted fields of
eigenfunctions. Combinations of retransmitted fields were used to construct
optimal basis functions for expansion of unknown scattering media. The
resulting inverse scattering method encompassed previous methods such as
filtered backpropagation and time-reversal focusing, while also providing a
means for simplification of nonlinear inverse scattering methods.6,7

Work with Victor Sparrow of Penn State on finite-difference modeling
of propagation through inhomogeneous tissue found an application in mod-
eling of wavefront distortion experiments performed by Laura Hinkelman.
We proceeded to simulate ultrasonic pulse propagation through a number of
abdominal wall cross-section models determined using a new staining
technique.8 An animation of our results was shown in the Gallery of Acous-
tics presented at the Fall 1995 ASA meeting in St. Louis. Visualization and
analysis of the results provided some insight into the causes of ultrasonic
wavefront distortion and the potential for its correction, particularly showing
the importance of strong scattering from inhomogeneities within the subcu-
taneous fat.9,10

My learning experience at Rochester was also illuminated by many
informal discussions on topics including physical acoustics, signal process-
ing, inverse problems, and anatomy, with colleagues including all those
mentioned above as well as Leon Metlay, Dong-Lai Liu, Jeffrey Astheimer,
Ted Christopher, and David Blackstock.

In summary, the Hunt Fellowship provided me with a remarkable op-
portunity to study diverse areas of acoustics in a stimulating environment. I
am very grateful to the Hunt family and the Acoustical Society for making
this learning experience possible.

1R. C. Waag, D.-L. Liu, T. D. Mast, A. I. Nachman, P. Jaeger, and T.
Kojima, ‘‘An ultrasonic ring transducer system for studies of scattering
and imaging,’’ J. Acoust. Soc. Am.100, 2795~1996!.

2T. D. Mast, and R. C. Waag, ‘‘Wavespace resolution in ultrasonic back-
scatter measurements,’’ J. Acoust. Soc. Am.95, 2854~1994!.

3T. D. Mast, and R. C. Waag, ‘‘Wave space resolution in ultrasonic scat-
tering measurements,’’ J. Acoust. Soc. Am.98, 3050–3058~1995!.

4T. T. Jansson, T. D. Mast, T. C. Heywood, and R. C. Waag, ‘‘Measure-
ments of differential scattering cross-section using a ring transducer,’’ J.
Acoust. Soc. Am.103, 3169–3179~1998!.

5T. D. Mast, and R. C. Waag, ‘‘Eigenfunction and eigenvalue analysis of
scattering operators,’’ J. Acoust. Soc. Am.96, 3336~1994!.

6T. D. Mast, A. I. Nachman, and R. C. Waag, ‘‘Inverse scattering using
backpropagated eigenfunctions,’’ J. Acoust. Soc. Am.99, 2545–2546
~1996!.

7T. D. Mast, A. I. Nachman, and R. C. Waag, ‘‘Focusing and imaging using
eigenfunctions of the scattering operator,’’ J. Acoust. Soc. Am.102, 715–
725 ~1997!.

8L. M. Hinkelman, L. A. Metlay, C. J. Churukian, and R. C. Waag, ‘‘Modi-
fied Gomori’s trichrome stain for macroscopic tissue slices,’’ J. Histotech.
19, 321–323~1996!.

9T. D. Mast, L. M. Hinkelman, R. C. Waag, and V. W. Sparrow, ‘‘Simula-
tion of ultrasonic propagation through abdominal wall,’’ J. Acoust. Soc.
Am. 97, 3325~1995!.

10T. D. Mast, L. M. Hinkelman, M. J. Orr, V. W. Sparrow, and R. C. Waag,
‘‘Simulation of ultrasonic pulse propagation through the abdominal wall,’’
J. Acoust. Soc. Am.102, 1177–1190~1997! @Erratum:104, 1124–1125
~1998!#.

Report of the 19th F. V. Hunt Postdoctoral Fellow (1996–1997)
Mark A. Hasegawa-Johnson, The University of Illinois, Beckman Institute,
405 N. Mathews, Urbana, Illinois 61801-0000

Although a static formant representation provides a good estimate of
vowel quality, most phoneticians agree that a kinematic or dynamic repre-
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sentation of some kind is necessary to fully characterize English vowels in
fluent speech. As the 19th Hunt post-doctoral fellow~1996–1997!, I worked
with Professor Abeer Alwan at UCLA and Professor Ken Stevens at MIT to
study the relationships among articulatory dynamics, vowel formant dynam-
ics, and vowel spectral dynamics.

I began this research by testing simplified dynamic models of both
tongue-surface fleshpoint data~provided by Dr. John Westbury, acquired
using x-ray microbeam! and formant frequency data~obtained using the
ESPS formant tracker!. Both fleshpoint trajectories and formant frequency
trajectories were modeled as the trajectories of point masses in a time-
invariant second-order damped spring-mass system with step-wise shifting
between consonant and vowel targets. Model parameters included the stiff-
ness and damping of each point mass, target positions of the vowel and both
flanking consonants, and target switching times: seven parameters per tra-
jectory. Results showed that neither formant frequency dynamics nor flesh-
point dynamics are adequately modeled by a time-invariant second-order
system. Analysis indicated that, in both cases, the assumption of constant
stiffness and damping is false. Talkers either frequently adjust stiffness and
damping parameters, or they smoothly adjust the target position from con-
sonant to vowel; there is no way to differentiate these hypotheses using
kinematic measurement data.

Professor Alwan began her MRI analysis of speech production in
1993; when I arrived at UCLA in 1996, she was already finishing a series of
related studies of liquid and fricative consonant production. In order to
better understand vowel production, she and I decided to acquire similar
MRI stacks characterizing the static 3D ‘‘target’’ positions of 11 vowels.
With UCLA students Jul Cha and Shamala Pizza, I wrote MRI segmentation
software ~Hasegawa-Johnson, 1999; Hasegawa-Johnsonet al., 1999a,
1999b; http://www.icsl.ucla.edu/;spapl/CTMRedit!, and manually seg-
mented all coronal and many of the axial image stacks~database available at
http://www.ifp.uiuc.edu/speech/mri!. Analysis of these data demonstrated
two novel correspondences between acoustic and articulatory vowel spaces.
First, three-dimensional tongue shape during vowel production supports two
talker-independent PARAFAC factors, roughly corresponding to tongue
height and tongue fronting~Hasegawa-Johnson and Zheng, 2000; Zheng
et al., 2003!. Second, intertalker differences in palate height are actively
reduced during production of a palatal vowel~by raising the tongue as
necessary to maintain talker-independent cross-sectional area!, but not dur-
ing production of pharygeal or uvular vowels~Hasegawa-Johnsonet al., in
press!.

These observations from the field of speech production led me to ex-
plore a new model of speech recognition, in which the dependence of acous-
tic spectra on phoneme identity is mediated by the dynamics of two to four
continuous-valued hidden state variables. To date, the continuous state vari-
ables in this model have been initialized using formant frequency trajecto-
ries ~Hasegawa-Johnson, 2000!, or directly from the acoustic spectrum
~Zheng and Hasegawa-Johnson, in press!.

Papers resulting in whole or in part from my Hunt post-doctoral fel-
lowship include the following.

Articles in Refereed Journals
Hasegawa-Johnson, M.~1998!. ‘‘Electromagnetic exposure safety of the
Carstens Articulograph AG100,’’ J. Acoust. Soc. Am.104, 2529–2532.
Zheng, Y., Hasegawa-Johnson, M., and Pizza, S.~2003!. ‘‘PARAFAC analy-
sis of the three-dimensional tongue shape,’’ J. Acoust. Soc. Am.113~1!.
Hasegawa-Johnson, M., Pizza, S., Alwan, A., Cha, J. S., and Haker, K.~in
press!. ‘‘Vowel Category Dependence of the Relationship Between Palate
Height, Tongue Height, and Oral Area,’’ J. Speech Language and Hearing

Research Conference Papers.
Hasegawa-Johnson, M.~1999!. ‘‘Combining Magnetic Resonance Image
Planes in the Fourier Domain for Improved Spatial Resolution,’’ Int. Conf.
on Sig. Proc. Applications and Technology, pp. 81.1–81.5.
Hasegawa-Johnson, M., Cha, J. S., and Haker, K.~1999a!. ‘‘CTMRedit: a
Matlab-Based Tool for Segmenting and Interpolating MRI and CT Images in
Three Orthogonal Planes,’’ 21st Annual International Conference of the
IEEE/EMBS Society, p. 1170.
Hasegawa-Johnson, M., Cha, J. S., Pizza, S., and Haker, K.~1999b!. ‘‘CT-
MRedit: A Case Study in Human-Computer Interface Design,’’ International
Conference on Public Participation and Information Technology, pp. 575–
584.
Hasegawa-Johnson, M.~2000!. ‘‘Multivariate State Hidden Markov Models

for Simultaneous Transcription of Phones and Formants,’’ Proceedings of
ICASSP, pp. 1323–1327.
Zheng, Y., and Hasegawa-Johnson, M.~in press!. ‘‘Acoustic Segmentation
using Switching State Kalman Filter,’’ Proceedings of ICASSP 2003.

Published Abstracts
Hasegawa-Johnson, M., and Zheng, Y.~2000!. ‘‘Three Dimensional Tongue
Shape Factor Analysis,’’ The ASHA Leader5~16!:144.

Software and Databases
CTMRedit: a Matlab-Based Tool for Segmenting and Interpolating MRI and
CT Images in Three Orthogonal Planes. Available at http://
www.icsl.ucla.edu/;spapl/CTMRedit.
The Vowels MRI Database. Available at http://www.ifp.uiuc.edu/speech/mri.

Report of the 20th F. V. Hunt Postdoctoral Fellow (1997–1998)
James J. Finneran, U.S. Navy Marine Mammal Program, Biosciences Divi-
sion, Space and Naval Warfare Systems Center, San Diego, 53560 Hull St.,
San Diego, California 92152-5001

As the 1997–1998 F. V. Hunt Postdoctoral Fellow, I worked with Dr.
Sam Ridgway at the U.S. Navy Marine Mammal Program, Space and Naval
Warfare Systems Center~SSC!, San Diego. My proposed research topic was
to examine the motion of the dolphin melon during echolocation. Dolphin
echolocation pulses are generated in the nasal cavities and projected forward
through the melon, a fatty structure located on the forehead. The melon has
been hypothesized to function as an impedance matching device, coupling
sounds generated within the dolphin to the surrounding water, and/or as an
acoustic lens, focusing the outgoing sound waves. During my doctoral work,
I developed an ultrasonic system to measure the amplitude and phase of
vibrating structures and used the system to map the frequency response of
the goldfish auditory organs. For my Hunt Fellowship, the goal was to use
this ultrasound system to measure the surface displacement of the melon
while a trained dolphin performed an echolocation task. Unfortunately, the
transient nature of the echolocation clicks and the gross motion of the sub-
ject made reliable measurements extremely difficult. Fortunately, there were
numerous other research projects to which I was able to contribute.

Soon after arriving at SSC San Diego, I developed a computer-
controlled system for archiving the facility’s rather large collection of mag-
netic tape-based data. During my tenure I was introduced to the behavioral
techniques used to measure hearing capabilities in trained marine mammals
and given the opportunity to collaborate with Dr. Ridgway on his marine
mammal temporary threshold shift project. During this time I worked on
improving sound field measurements and calibration procedures and inte-
grating the computer system with the measurement hardware. My tenure as
Hunt Fellow also allowed me the time to complete a journal article describ-
ing the active sound control system used in my Ph.D. research. I was also
able to revisit the goldfish auditory system model described in my disserta-
tion and make substantial improvements to it.

Since my tenure as Hunt Fellow, I have remained at SSC San Diego,
first as an National Research Council Postdoctoral Research Fellow~again
working with Dr. Ridgway!, and finally as a fulltime employee of SSC San
Diego. My main areas of focus have been the hearing capabilities of and the
effects of sound on marine mammals.

The following is a list of publications that resulted, at least in part,
from my time as Hunt Fellow.

Refereed Journal Publications
1. Finneran, J. J., and Hastings, M. C.~1999!. ‘‘Active impedance control

in a cylindrical waveguide for generation of low frequency, underwater
plane traveling waves,’’ J. Acoust. Soc. Am.105~6!, 3035–3043.

2. Finneran, J. J., and Hastings, M. C.~2000!. ‘‘A mathematical analysis of
the peripheral auditory system mechanics in the goldfish~Carassius
auratus),’’ J. Acoust. Soc. Am.108, 1308–1321.

3. Finneran, J. J., Oliver, C. W., Schaefer, K. M., and Ridgway, S. H.
~2000!. ‘‘Source levels and estimated yellowfin tuna~Thunnus alba-
cares! detection ranges for dolphin jaw pops, breaches, and tail slaps,’’
J. Acoust. Soc. Am.107~1!, 649–656.

4. Schlundt, C. E., Finneran, J. J., Carder, D. A., and Ridgway, S. H.
~2000!. ‘‘Temporary shift in masked hearing thresholds~MTTS! of
bottlenose dolphins,Tursiops truncatus, and white whales,Delphi-
napterus leucas, after exposure to intense tones,’’ J. Acoust. Soc. Am.
107~6!, 3496–3508.
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Presentations
5. Finneran, J. J., and Hastings, M. C.~1997!. ‘‘Bioacoustics measurement

system control and coordination using LabVIEW,’’ J. Acoust. Soc. Am.
102~5!, 3196~A!, invited presentation at the 134th Meeting of the
Acoustical Society of America, San Diego, CA, December 1997.

6. Finneran, J. J., and Hastings, M. C.~1997!. ‘‘Active impedance control
in a water-filled waveguide for low frequency bioacoustic testing,’’ J.
Acoust. Soc. Am.102~5!, 3196–3197~A!, presented at the 134th Meet-
ing of the Acoustical Society of America, San Diego, CA, December
1997.

7. Finneran, J. J., and Hastings, M. C.~1998!. ‘‘A cohesive lumped param-
eter analysis of the mechanics of the goldfish peripheral auditory sys-
tem,’’ in Proceedings 16th International Congress on Acoustics and
135th Meeting of the Acoustical Society of America, Volume II, pp.
1021–1022, presented at the 16th International Congress on Acoustics
and 135th Meeting of the Acoustical Society of America, Seattle, WA,
June 1998.

8. Schlundt, C. E., Kamolnick, T., Smith, R., Elsberry, W. E., Finneran, J.
J., Carder, D. A., and Ridgway, S. H.~1998!. ‘‘Temporary effects of
louder sounds on the masked hearing thresholds of dolphins~Tursiops
truncatus! and white whales~Delphinapterus leucas!,’’ presented at the
29th Meeting of the International Association of Aquatic Animal Medi-
cine, San Diego, CA, May 1998.

9. Oliver, C. W., Finneran, J. J., and Schaefer, K. M.~1999!. ‘‘Low-
frequency acoustic detection of yellowfin tuna,Thunnus albacares, and
possibly dolphins by yellowfin tuna, in the eastern tropical Pacific
Ocean,’’ presented at the 13th Biennial Conference on the Biology of
Marine Mammals, November 28–December 3, 1999.

Report of the 21st F. V. Hunt Postdoctoral Fellow (1998–1999)
Lily M. Wang, Architectural Engineering Program, University of Nebraska–
Lincoln, Omaha, Nebraska 68182-0681~lwang4@unl.edu!

My tenure as the 21st F. V. Hunt Postdoctoral Fellow was spent over-
seas, working with Dr. Anders Gade in the Acoustic Technology Department
at the Technical University of Denmark~DTU!. We focused our efforts on
investigating the phenomenon of spatial impression in concert halls. This
quality is defined as the degree to which one feels enveloped in the room’s
sound field. Various objective quantities calculated from binaural impulse
responses had been proposed over the past three decades to account for this
quality, including Lateral Energy Fraction~LEF! and Interaural Cross-
Correlation Coefficient~IACC!. LEF and IACC are both supposed to quan-
tify spatial impression, but they are based on different physical explanations;
thus, measurements of these two quantities made in several existing halls
did not correlate well. Our research sought to clarify which objective mea-
sure ~and therefore physical explanation! best matched the subjective per-
ception of spatial impression. In addition to LEF and IACC, we also tested
Late Lateral Level~GLL! and Interaural Level Fluctuation~IALF !.

We began by creating auralizations using the room acoustic computer
modeling program, Odeon, which was developed at DTU. Binaural impulse
responses from eight source–receiver scenarios were selected so that there
was wide scatter in the objective quantity data. Then auralizations were
created from these impulse responses, using four different musical motifs.
While deciding which musical motifs to use, we hypothesized that the
choice of musical motif may affect the perceived spatial impression, but that
this relative effect would be the same for each scenario.

Fourteen test subjects rated the spatial impression of the auralizations,
presented over headphones in paired comparison tests. Results show that the
test subjects’ perceptions of spatial impression were highly correlated with
the specific scenario, but that there was not a significant difference of spatial
impression across musical motifs. Correlations with the various objective
measures showed that GLL performed best, which itself was highly corre-
lated with IALF.

Results from our work have been presented at two Acoustical Society
of America meetings@Wang, L. M., and Gade, A. C., ‘‘Subjective relevance
of objective measures for spatial impression,’’ J. Acoust. Soc. Am.107,
2891~A! ~2000!; Wang, L. M., ‘‘Perceived spatial impression from various
musical motifs,’’ J. Acoust. Soc. Am.109, 2285~A! ~2001!#. A paper with
more recent findings is in preparation.

I would like to express my thanks to the Acoustical Society of America
for the research funding provided by the F. V. Hunt Postdoctoral Fellowship,
and to everyone at DTU who welcomed me and from whom I learned an

immense amount. I am grateful that I was able to pursue advanced research
in architectural acoustics, an area which is typically not well-funded in the
United States. Certainly my experiences in Denmark have been invaluable
towards starting an architectural acoustics research group at the University
of Nebraska. Particularly, the experience on working with human subjective
testing and with the room acoustics modeling program Odeon have contin-
ued to be pertinent to my assorted research projects. I continue to maintain
close contact with the DTU Room Acoustics Research Group, and am plan-
ning to return to Denmark in upcoming summers to collaborate on a study
involving directional sources in auralizations.

Report of the 22nd F. V. Hunt Postdoctoral Fellow (1999–2000)
Penelope Menounou, The University of Texas, Department of Mechanical
Engineering, Austin, Texas 78720-4090

The F. V. Hunt Postdoctoral Research Fellowship gave me the oppor-
tunity to work at the Mechanical Engineering Department of the University
of Texas at Austin on propagation of finite amplitude noise. The idea that
was explored was to predict the effect of nonlinear propagation distortion of
the power spectral density of a given noise source, when the time waveform
itself is not known, only its power spectral density. A new method was
developed that predicted the combined effect of nonlinearity and thermovis-
cous attenuation directly on the power spectral density of a given noise
source. The method was found to be valid for short propagation distances.

Besides the work on nonlinear propagation, I was able to study jagged
edge noise barriers~walls built alongside the highways to protect nearby
communities from the traffic noise!. This type of noise barriers constitute a
new design that can improve the shielding effect of the barrier with the
conventional straight top edge. This work laid the foundations for a fruitful
line of work and continuous funding up to these days. Two subsequent
projects were funded which allowed the creation of a research group work-
ing on experiments, theory, and computer simulations of noise propagation.
The group includes two distinguished members of the ASA, Professor David
T. Blackstock and Professor Wayne M. Wright, as well as three students. For
this opportunity, I am most grateful to F. V. Hunt and to the Acoustical
Society of America.

The following is a list of publications where the F. V. Hunt Fellowship
is acknowledged.
P. Menounou, ‘‘Numerical solution of a statistical version of the Burgers
equation,’’ J. Acoust. Soc. Am.106~4!, 2174~1999!.
P. Menounou and I. J. Busch-Vishniac, ‘‘Jagged Edge Noise Barriers,’’ J.
Building Acoust.7~3!, 179–200~2000!.
P. Menounou, I. J. Busch-Vishniac, and D. T. Blackstock, ‘‘Directive line
source model: A new model for sound diffraction by half planes and
wedges,’’ J. Acoust. Soc. Am.107~6!, 2973–2986~2000!.
P. Menounou, ‘‘A correction to Maekawa’s curve for the insertion loss be-
hind barriers,’’ J. Acoust. Soc. Am.110~4!, 1828–1838~2001!.

The F. V. Hunt period will also be imprinted in my memory for a very
personal reason. During the fellowship period I gave birth to our first daugh-
ter, Daphne.

Report of the 23rd F. V. Hunt Postdoctoral Fellow (2000–2001)
James C. Lacefield, Departments of Electrical and Computer Engineering
and Medical Biophysics, University of Western Ontario, London, Ontario
N6A 5B9, Canada

With the support of the F. V. Hunt Fellowship I investigated methods
for estimation and compensation of medical ultrasound focusing errors~i.e.,
aberration! produced by propagation through heterogeneous tissue. This re-
search was performed at the University of Rochester in collaboration with
Professor Robert C. Waag. The principal objective of the work was to char-
acterize fundamental factors that determine the performance of aberration
correction techniques. The experiments emphasized fluctuations in pulse
arrival times because this form of aberration is a prominent source of focus
degradation in medical imaging. We hypothesized that measurements per-
formed using realistic models of aberration would provide quantitative re-
sults that could guide the development of more effective focusing methods.
The long-term goal of this research is to improve the diagnostic utility of
ultrasound imaging in technically challenging applications including breast
cancer detection and examination of obese patients. Realistic experimental
measurements were made possible by a fully programmable, large-aperture
two-dimensional array system and novel tissue-mimicking test objects~i.e.,
‘‘phantoms’’!. The phantoms were jointly developed by the laboratories of
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Professor Waag and Professor Ernest Madsen of the University of Wiscon-
sin. The first- and second-order statistics of spatial variations in the energy
and arrival times of ultrasound pulses distorted by these phantoms are com-
parable to previous measurements of aberration produced by transmission
through human abdominal wall specimens~Lacefield, Pilkington, and Waag,
2002!. The phantoms are distinguished from more idealized physical models
of aberration by the inclusion of three-dimensionally distributed aberrating
structures and by the production of statistically realistic energy fluctuations.
We expect this type of phantom to become a standard model for aberration
correction experiments.

One factor we investigated was the height of transducer array elements
used in systems that compensate for arrival time fluctuations~Lacefield and
Waag, 2001a!. Adjacent two-dimensional array elements were combined
electronically to synthesize rectangular elements with differing heights.
Echo arrival times were estimated less accurately with larger elements due
in part to spatial averaging of the pulses over the area of the elements. The
largest elements that permitted effective time-shift compensation were simi-
lar in height to the elements presently used in multirow arrays. Therefore,
increasing the element height to reduce the channel count and hence the cost
of current multirow array systems is not a viable design option. This con-
clusion was confirmed in a follow-up study~Lacefield and Waag, 2002a!
using additional element heights that was performed at the suggestion of
colleagues who attended conference presentations of the initial results.

A separate series of experiments~Lacefield and Waag, 2002b! exam-
ined the spatial coherence of echoes acquired from randomly distributed
particles that model ultrasound scattering from soft tissue. The spatial co-
herence of random-scattering echoes is determined by the quality of the
transmit focus and the aberration experienced by the echoes on their return
trip to the transducer. Arrival time differences are more readily measured
when echoes have high spatial coherence because higher coherence corre-
sponds to greater similarity in pulse shape. Compensating for arrival time
distortions during transmit focusing improved the coherence of echoes re-
ceived several elements apart, but had little effect on the coherence of ech-
oes received at adjacent elements. This result indicates that time-shift com-
pensation provides a useful first focus correction step, but opportunities
remain for substantial focusing improvements if methods can be devised to
correct distortions in pulse shape and amplitude. I have continued to col-
laborate with Professor Waag’s group to address these issues in my current
position at the University of Western Ontario.

The research funded by the 2000–2001 Hunt Fellowship yielded four
refereed publications and contributed to six oral presentations. I also ben-
efited from the opportunity to travel to four conferences with the assistance
of Fellowship funds. I am grateful to the Hunt family and the Acoustical
Society of America for the financial support that made this work possible
and for the recognition provided by the Fellowship.

Refereed Publications
Lacefield, J. C., Pilkington, W. C., and Waag, R. C.~2002!. ‘‘Distributed
aberrators for emulation of ultrasonic pulse distortion by abdominal wall,’’
ARLO 3, 47–52.
Lacefield, J. C., and Waag, R. C.~2002a!. ‘‘Examples of design curves for
multirow arrays used with time-shift compensation,’’ IEEE Trans. Ultrason.
Ferroelectr. Freq. Control49, 1340–1344.
Lacefield, J. C., and Waag, R. C.~2002b!. ‘‘Spatial coherence analysis ap-
plied to aberration correction using a two-dimensional array system,’’ J.
Acoust. Soc. Am.112, 2558–2566.
Lacefield, J. C., and Waag, R. C.~2001a!. ‘‘Time-shift estimation and fo-
cusing through distributed aberration using multirow arrays,’’ IEEE Trans.
Ultrason. Ferroelectr. Freq. Control48, 1606–1624.

Conference Proceedings and Abstracts
Lacefield, J. C., and Waag, R. C.~2001b!. ‘‘Evaluation of backpropagation
methods for transmit focus compensation,’’ 2001 IEEE Ultrasonics Sympo-
sium Proceedings~Institute of Electrical and Electronics Engineers, Piscat-
away, NJ!, pp. 1495–1498.
Lacefield, J. C., and Waag, R. C.~2001c!. ‘‘Effect of aperture size on com-
pensation of arrival time distortion,’’ J. Acoust. Soc. Am.109, 2396.
Lacefield, J. C., and Waag, R. C.~2000!. ‘‘Effect of transmit focus charac-
teristics on estimates of aberration,’’ 2000 IEEE Ultrasonics Symposium
Proceedings~Institute of Electrical and Electronics Engineers, Piscataway,
NJ!, pp. 1665–1668.

Phillips, D. B., Lacefield, J. C., and Waag, R. C.~2001!. ‘‘B-scan imaging
using adaptive beamformation for aberration correction,’’ J. Ultrasound
Med. 20, S65–S66.
Pilkington, W. C., Lacefield, J. C., and Waag, R. C.~2002!. ‘‘Ultrasonic
b-scan imaging with adaptive beamformation using aberration correction,’’
J. Acoust. Soc. Am.111, 2352.
Waag, R. C., Lacefield, J. C., Phillips, D. B., and Busse, L. J.~2000!.
‘‘Ultrasonic wavefront coherence in the presence of aberration,’’ 2000 IEEE
International Ultrasonics Symposium, Abstract 2J-5.

Report of the 24th F. V. Hunt Postdoctoral Fellow (2001–2002)
Chao-Yang Lee, Speech Communication Group, 36-547 Research Labora-
tory of Electronics, Massachusetts Institute of Technology, Cambridge, Mas-
sachusetts 02139

Mapping continuous acoustic signal onto discretely specified lexical
representations constitutes the basis for auditory language comprehension.
The broad goal of my research was to delineate how acoustic properties of
speech are processed, based on knowledge of articulatory-acoustic-linguistic
relationships, to access lexical representations. As the Hunt Fellow for the
year 2001–2002 at MIT, I explored whether the approach of lexical access
based on detecting acoustic landmarks and extracting phonetic features, pro-
posed by Professor Ken Stevens at MIT, could be extended to Mandarin
Chinese, a tone language in which fundamental frequency variations are
used for lexical distinctions.

During my doctoral thesis research at Brown University, psycholin-
guistic tasks were used to evaluate the cognitive processes involved in the
lexical processing of tones. The findings suggest that tones are used on-line
for lexical distinctions and that tones produced in context could be identified
with relatively little acoustic input, indicating the use of phonetic contextual
information as suggested previously by Yi Xu. The focus of my research at
MIT shifted from the cognitive processes to the acoustic properties of tones.
The specific question was whether tones could be reliably estimated by
extracting acoustic information around the vowel landmark, which also led
to the question of whether the model of lexical access from landmarks and
features would need modification to accommodate the processing of tonal
information. A database was generated of six speakers producing Mandarin
monosyllabic words of various syllabic structures. Preliminary findings in-
dicate that the distribution of fundamental frequency information varies
across syllable structures. In particular, some seemingly critical information
such as the rise part of the rising tone does not appear until in the nasal
consonant following the nucleus vowel. While cases like this might pose a
challenge to the model, it was unclear whether information around the
vowel landmark was all that a listener could use to uncover tones. A number
of tone perception experiments are planned underway to further address the
question.

During this year at MIT, I also conducted a study on the acoustic
characteristics of Mandarin strident fricatives. In particular, Mandarin dis-
tinguishes between flat and palatalized postalveolar fricatives in addition to
the alveolar-palatal distinction frequently seen in many languages. This
study aimed to quantitatively explicate the acoustic characteristics of the
fricatives and to evaluate the mapping from the acoustic properties onto
phonetic features in the context of the acoustic theory of speech production.
Acoustic analyses were conducted of the spectral properties of the frication
noise and the following vowel. The results indicate the frication noise for
each fricative is associated with distinct natural frequencies of the vocal
tract, consistent with the idea that phonetic distinctions are shaped by quan-
tal relations between articulation and acoustics. A number of measures were
also identified that statistically distinguished all three fricatives. These find-
ings will be presented in the Nashville meeting in May 2003.

I am deeply grateful for the support from the Hunt Fellowship for
allowing me to study with Professor Ken Stevens and the Speech Commu-
nication Group in the Research Laboratory of Electronics at MIT. With a
graduate background in the cognitive and linguistic sciences, I was intellec-
tually challenged to understand and integrate different ways of approaching
my research questions. The broader context of the Institute also exposed me
to many useful computational tools and much relevant research in the
speech, hearing, and cognitive sciences. The interdisciplinary stimulation
proved to be an invaluable experience for me.
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USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#. Deadline for receipt of abstracts:
16 January 2004.

3–7 August 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern University, Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
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ADVANCED-DEGREE DISSERTATIONS IN ACOUSTICS

Editor’s Note: Abstracts of Doctoral and Master’s theses will be welcomed at all times. Please note that
they must be limited to 200 words, must include the appropriate PACS classification numbers, and
formatted as shown below. If sent by postal mail, note that they must be double spaced. The address for
obtaining a copy of the thesis is helpful. Submit abstracts to: Acoustical Society of America, Thesis
Abstracts, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, e-mail: asa@aip.org

Reverberant acoustic energy in auditoria that comprise systems
of coupled rooms [43.55.Br, 43.55.Ka, 43.55.Gx, 43.55.Fw,
43.20.Fn, 43.20.Px]—Jason E. Summers,Program in Architectural
Acoustics, Rensselaer Polytechnic Institute, Troy, NY 12180, 29 August
2003 (Ph.D.). A frequency-dependent model for reverberant energy in
coupled rooms is developed and compared with measurements for a 1:10
scale model and for Bass Hall, Ft. Worth, TX. At high frequencies, prior
statistical-acoustics models are improved by geometrical-acoustics correc-
tions for decay within sub-rooms and for energy transfer between sub-
rooms. Comparisons of computational geometrical acoustics predictions
based on beam-axis tracing with scale model measurements indicate errors
resulting from tail-correction assuming constant quadratic growth of reflec-
tion density. Using ray tracing in the late part corrects this error. For mid-
frequencies, the models are modified to account for wave effects at coupling
apertures by including power transmission coefficients. Similarly, statical-
acoustics models are improved through more accurate estimates of power
transmission measurements. Scale model measurements are in accord with
the predicted behavior. The edge-diffraction model is adapted to study trans-
mission through apertures. Multiple-order scattering is theoretically and ex-
perimentally shown inaccurate due to neglect of slope diffraction. At low
frequencies, perturbation models qualitatively explain scale model measure-
ments. Measurements confirm relation of coupling strength to unperturbed
pressure distribution on coupling surfaces. Measurements in Bass Hall ex-
hibit effects of the coupled stage house. High frequency predictions of sta-
tistical acoustics and geometrical acoustics models and predictions of cou-
pling apertures all agree with measurements.

Thesis advisor: Rendell R. Torres

Electronic copies of this thesis may be obtained from the author. E-mail
address: jesummers@alumni.kenyon.edu

Acoustics of native-American ceremonial sites in prehispanic
America „Acustica en los espacios escenicos rituales
prehispanicos … [43.55.Gx]—Maria Isabel Martinez,Department of
Architectural Constructions I, University of Seville, Seville, Spain,
December 2002 (Ph.D.).This thesis establishes a methodology that incor-
porates the latest procedures used in architectural acoustics for the study of
open spaces of this general type, and definitions are given for the acoustic
variables of interest. The ‘‘Juego de Pelota’’~ball game! sites are the only
ceremonial sites built specifically for the performance of a fertility ritual,
and are ideal for the study of prehispanic architectural topographies. Analy-
sis of the acoustic properties of such sites revealed that the topographical
characteristics of the elevation profiles of these architectural structures de-
termine the acoustic behavior of these spaces. Such profiles are classified
into three basic types: (i ) inclined profile, (i i ) terraced profile, and (i i i )
mixed profile. The terraced profiles are the most efficient, and the mixed
profiles are the least efficient, in regard to acoustics. The consideration of
the acoustic behavior of architectural structures intended for the ‘‘Ball
Game,’’ as the designs evolved over time, leads to the conclusion that acous-
tical sensations that contributed effectively to the characteristic mystical
atmosphere of the ceremonial rituals were characteristic only of those sites
constructed in the ‘‘classical’’ period.

Thesis advisors: Jaime Navarro and Juan J. Sendra

Copies of this thesis written in Spanish may be obtained by contacting the
advisor Jaime Navarro, E.T.S. de Arquitectura de Sevilla, Dpto. de Con-
strucciones Arquitectonicas I, Av. Reina Mercedes, 2, 41012 Sevilla, Spain.
E-mail address: jnavarro@us.es

Sound in ecclesiastical spaces in Cordoba. Architectural
projects incorporating acoustic methodology „El sonido del
espacio eclesial en Cordoba. El proyecto arquitectonico como
procedimiento acustico … [43.55.Gx, 43.55.Hy, 43.55.Ka]—Rafael
Suarez,Department of Architectural Constructions I, University of Seville,
Seville, Spain, July 2002 (Ph.D.).This thesis is concerned with the acoustic
analysis of ecclesiastical spaces, and the subsequent implementation of
acoustic design methodology in architectural renovations. One begins with
an adequate architectural design of specific elements~shape, materials, and
textures!, with the intention of elimination of acoustic deficiencies that are
common in such spaces. These are those deficiencies that impair good
speech intelligibility and good musical audibility. The investigation is lim-
ited to churches in the province of Cordoba and to churches built after the
reconquest of Spain~1236! and up until the 18th century. Selected churches
are those that have undergone architectural renovations to adapt them to new
uses or to make them more suitable for liturgical use. The thesis attempts to
summarize the acoustic analyses and the acoustical solutions that have been
implemented. The results are presented in a manner that should be useful for
the adoption of a model for the functional renovation of ecclesiastical
spaces. Such would allow those involved in architectural projects to specify
the nature of the sound, even though somewhat intangible, within the eccle-
siastical space.

Thesis advisors: Jaime Navarro and Juan J. Sendra

Copies of this thesis written in Spanish may be obtained by contacting the
advisor, Jaime Navarro, E.T.S. de Arquitectura de Sevilla, Dpto. de Con-
strucciones Arquitectonicas I, Av. Reina Mercedes, 2, 41012 Sevilla, Spain.
E-mail address: jnavarro@us.es

Architectural acoustics and the heritage of theater architecture
in Andalusia „Acustica arquitectonica y patrimonio teatral en
Andalucia … [43.55.Gx, 43.55.Hy, 43.55.Ka]—Angel Luis Leon,
Department of Architectural Constructions I, University of Seville, Seville,
Spain, November 2001 (Ph.D.).This thesis reports on the study of the
acoustic properties of 18 theaters belonging to the Andalusian historical and
architectural heritage. These theaters have undergone recent renovations to
modernize and equip them appropriately. Coincident with this work, evalu-
ations and qualification assessments with regard to their acoustic properties
have been carried out for the individual theaters and for the group as a
whole. Data measurements for this purpose consisted of acoustic measure-
ments in situ, both before the renovation and after the renovation. These
results have been compared with computer simulations of sound fields. Vari-
ables and parameters considered include the following: reverberation time,
rapid speech transition index, back-ground noise, definition, clarity, strength,
lateral efficiency, interaural cross-correlation coefficient, volume/seat ratio,
volume/audience-area ratio. Based on the measurements and analysis, gen-
eral conclusions are given in regard to the acoustic performance of theaters
whose typology and size are comparable to those that were used in this
study~between 800 and 8000 cubic meters!. It is noted that these properties
are comparable to those of the majority of European theaters. The results
and conclusions are presented so that they should be of interest to architec-
tural acoustics practitioners and to architects who are involved in the plan-
ning of renovation projects for theaters.

Thesis advisors: Juan J. Sendra and Jaime Navarro

Copies of this thesis written in Spanish may be obtained by contacting the
author, Angel L. Leon, E.T.S. de Arquitectura de Sevilla, Dpto. de Construc-
ciones Arquitectonicas I, Av. Reina Mercedes, 2, 41012 Sevilla, Spain.
E-mail address: leonr@us.es
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

DAFX—Digital Audio Effects

Udo Zö lzer „Editor …

John Wiley and Sons, New York, 2002.
xix1533 pp. Price: $95.00 (hardcover) ISBN: 0-471-49078-4.

The acronym ‘‘DAFX’’ stands for ‘‘Digital Audio Effects,’’ which be-
gan as the name of a European conference on that topic, held annually since
1997. This book is a collection of chapters by 13 authors from the DAFX
community, many of whom are known for their past research contributions.
The book spans an enormous scope of technology for digital audio effects,
and is likely the first book of its scale devoted to this area. Due to the
research focus of its authors, it covers many recent developments as well as
more ‘‘classical’’ effects. The ‘‘DAFX book’’ is a welcome contribution in a
field that has been historically characterized by trade secrets, occasional
patents, and precious little open scholarly research literature.

The first five chapters~135 pp.! are by Pierre Dutilleux and Udo
Zölzer, the editor. They begin with a survey of commonly used signal pro-
cessing functions such as plotting signals and spectra, the discrete Fourier
transform, FFT windowing, and spectrograms, with implementation ex-
amples given in Matlab. Chapter 2 is about filters used in audio, both analog
and digital, including the Sallen-Key analog filter, the state variable filter
~analog and digital!, and prevalent equalizer components such as shelving
filters, peak filters, and parametric first- and second-order sections. Time-
varying filters such as the ‘‘wah-wah’’ and ‘‘phaser’’ are defined. Chapter 3
is a short~12 pp.! summary of elementary delay-based effects such as comb
filters, fractional delay lines, flanging, chorus, slapback, echo, and multiband
effects. Chapter 4~30 pp.! covers modulation and demodulation, including
ring modulation, amplitude and frequency modulation, elementary envelope
detection, and applications. There are interesting examples of stereo phasing
and a rotary loudspeaker effect using sinusoidal modulation of gain. Chapter
5 ~43 pp.! is a relatively advanced chapter on nonlinear processing, includ-
ing effects such as dynamic gain equalization, limiters, noise gates~with a
two-page Matlab example!, de-essing, electronic tube simulation~with a
Matlab example!, overdrive~popular for guitar processing!, and a brief dis-
cussion of aural exciters/enhancers. Even relatively experienced researchers
and practitioners are likely to benefit from the knowledge and expertise
assimilated in this chapter.

Chapter 6~64 pp.! is ‘‘Spatial Effects’’ by Davide Rocchesso. The
coverage includes a blend of signal processing and perceptual consider-
ations, as any treatment of spatial audio effects should. Topics include the
precedence effect, Doppler effect, 3D simulation in headphones~including a
Matlab function for simulating head shadowing!, 3D simulation with loud-
speakers~add a stereo cross-canceler to a headphone simulator!, 3D pan-
ning, Ambisonics~a particular generalization of stereo to 3D!, transaural
stereo~stereo cross-canceling again!, and an introduction to methods for
artificial reverberation. The special filters known as ‘‘head related transfer
functions’’ ~HRTF! are not provided, but the basic concepts and consider-
ations are well presented. The topic of reverberation is relatively well cov-
ered ~22 pp.!, including a summary of the use of comb/allpass filters,
Schroeder reverberators, feedback delay networks, brute force convolution,
and sound radiation simulation. The bibliography appears to be fairly com-

plete ~over five pages of references!; not cited, however, are the Synthesis
Tool Kit ~STK—free software providing several Schroeder reverberators in
C11!, and pointers to the many on-line references and materials in this
area.

Chapter 7~36 pp.! is ‘‘Time Segment Processing’’ by Dutilleux, Gio-
vanni De Poli, and Zo¨lzer. Topics covered include time scale modification
~TSM—speeding up or slowing down an audio recording without altering
pitch!, the SOLA~synchronous overlap-add! algorithm for TSM~with Mat-
lab!, PSOLA ~pitch-synchronous SOLA, with Matlab!, pitch shifting ~dual
of TSM, with SOLA and PSOLA based Matlab examples!, and time-
shuffling and granulation~for so-called ‘‘granular synthesis’’ of musical
sound, with Matlab!. This chapter is exemplary in that Matlab examples are
included for every major technique discussed~the chapters are inconsistent
in this regard!. Furthermore, the techniques chosen are tried and true per-
formers, yielding high-quality results for a wide variety of signal types.

Chapter 8~61 pp.! is ‘‘Time-Frequency Processing’’ by Daniel Arfib,
Florian Keiler, and Zo¨lzer. After a brief review of the short-time Fourier
transform ~STFT!, various vocoder techniques are summarized. The two
main dual STFT interpretations, filter bank summation and overlap-add, are
covered as alternate approaches to phase vocoder implementation. The Mat-
lab coverage in this chapter is good. Further topics include phase unwrap-
ping, elementary instantaneous frequency computation~unfortunately, more
advanced methods are not even cited!, time-frequency filtering, time scale
modification~TSM!, pitch shifting, elementary transient segmentation, mor-
phing from one sound to another, ‘‘robotization,’’ ‘‘whisperization,’’ and
elementary denoising. While this chapter does not summarize the advanced
signal processing literature on the topics covered, it does present a reason-
ably balanced overview with a good amount of elementary starter-code in
Matlab.

Chapter 9~374 pp.! is ‘‘Source-Filter Processing’’ by Arfib, Keiler, and
Zölzer. Like the previous chapter, Matlab coverage is good. ‘‘Source-filter
processing’’ refers to modeling signals as a wideband source~such as noise
or an impulse train! which is fed through a filter to remove energy at certain
frequencies. In computer music, it is called ‘‘subtractive synthesis’’~in con-
trast with ‘‘additive synthesis’’ which models sound as a sum of quasi-
sinusoidal components!. Topics addressed in this chapter include linear pre-
diction ~which can be regarded as a method of computing spectral envelope
parameters!, the cepstrum~also used to estimate spectral envelopes by
smoothing the log magnitude spectrum!, cross-synthesis~impressing the
spectral envelope of one sound on another!, spectral interpolation, pitch
shifting, FFT-based spectral peak detection and pitch extraction, voiced/
unvoiced discrimination, linear prediction across a pitch period, amplitude
envelope estimation, and some elementary statistical feature measurements.

Chapter 10~66 pp.! is ‘‘Spectral Processing’’ by Amatriain, Bonada,
Loscos, and Serra. This is another chapter on spectral modeling of sound,
but, unlike the previous two chapters, it is based on sines1noise modeling.
Xavier Serra and his students and collaborators in Barcelona are very well
known for their work in sines1noise modeling of musical signals, and their
sound examples and demos are consistently impressive. This chapter in-
cludes quite a bit of Matlab code, and the basic elements of sinusoidal
modeling are well presented. Topics covered include sinusoidal modeling,
sines1noise modeling, use of the STFT, sinusoidal peak detection~with two
pages of Matlab just for that!, pitch estimation, formation of peak tracks
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through time~with more than two pages of Matlab!, noise-floor estimation
by peak subtraction, feature analysis, resynthesis, and effects and transfor-
mations such as pitch shift, spectral reshaping, gender changing, harmoniz-
ing, ‘‘hoarseness,’’ spectral morphing, and more. Since there is considerably
more model specificity in this framework, very interesting effects can be
obtained, such as selectively altering spectral peaks belonging to one har-
monic source in a mixture of sources. A seven-page Matlab listing provides
the main analysis/resynthesis application.

Chapter 11~25 pp.! is a short chapter entitled ‘‘Time and Frequency
Warping Musical Signals’’ by G. Evangelista. This is a relatively specialized
chapter on abscissa warping in either the time or frequency domains. An
interesting section on energy-invariant frequency warping is given. Surpris-
ingly, there is no discussion of practical methods for resampling based on
bandlimited interpolation: time warping is discussed briefly only in the con-
tinuous time case, and only simple ‘‘rounding to the nearest FFT bin’’ is
presented for basic spectral warping. Most of the chapter is devoted to
spectral frequency warping based on dispersive delay lines and the Laguerre
transform~which is never explicitly defined!. The work is closely related to
that of M. Karjalainen and his colleagues at HUT, but inexplicably they and
others are not cited.

It is a notable omission in the book as a whole that the subject of
bandlimited interpolation is not covered in any chapter. It is hard to imagine
a topic more fundamental to digital audio effects. Fortunately, this hole is
readily filled by a Google search.

Chapter 12~33 pp.! is ‘‘Control of Digital Audio Effects’’ by T. Todor-
off. Topics include control mapping, scaling, GUI design, real-time issues,
GUI languages, parametric feature selection, gestural interfaces, a little
about MIDI, and consideration of controllers for various specific instrument
classes. Also discussed are force-feedback interfaces, interfaces worn on the
body, and controllers which need not be touched at all~the 1919 Theremin
being the classic original example!. There is no software provided in this
chapter, but the bibliography is extensive.

Finally, Chap. 13~15 pp.! is ‘‘Bitstream Signal Processing’’ by Mark
Sandler and Zo¨lzer. Topics include sigma-delta modulation~SDM! ~used in
present day digital/analog converters!, linearization of SDM, addition and
multiplication of bitstream signals, and elementary filter structures for bit-
stream signals, such as FIR filters and first- and second-order parametric
equalizer sections. While primarily of interest to VLSI chip designers, this
chapter is well written and informative. Matlab listings are provided for the
first- and second-order SDM converters~sample stream in, bitstream out!.

Following these 13 chapters is a ten-page glossary~including a few
French and German terms such as ‘‘brassage’’ and ‘‘flatterzunge’’! and a
nine-page global index. It would have been nice to cross-reference glossary
terms to the chapters/sections/pages which define and develop them.

An unusual feature of this book is that most chapters contain a section
on ‘‘Sound and Music’’ just before the chapter’s bibliography. Listed here
are musical pieces exemplifying the techniques discussed.

Evidently, only 1 of the 13 authors is a native English speaker~Mark
Sandler of the UK!, and yet the English is uniformly excellent throughout. A
valuable benefit for English-speaking readers is that some authors have sum-
marized interesting literature written only in French and German.

In summary, the ‘‘DAFX book’’ is a comprehensive reference work for
new and experienced researchers and practitioners alike. It provides cogent
summaries of a large percentage of audio effects in current use, and exten-
sive references to the research literature.

JULIUS O. SMITH III
Center for Computer Research in Music and Acoustics (CCRMA)
Stanford University
Stanford, California 94305-8180

Acoustic Communication

Andrea Megela Simmons, Arthur N. Popper, and
Richard R. Fay „editors …

Springer-Verlag, New York, 2003.
404 pp. Price: $149.00 (hardcover) ISBN: 0-387-98661-8.

The seven chapters in this volume contribute to a surprisingly broad
overview of acoustic communication in animals. Moreover, the authors deal

not only with mechanisms but also with communicative functions in con-
temporary populations and broad-scale patterns of evolution. The brief in-
troductory chapter by Simmons provides a useful overview of the field and
indicates how each of the chapters contribute to an up-to-date summary of
some aspect of acoustic communication as well as suggesting future re-
search directions.

The chapter by Bass and Clark contains a detailed synopsis of general
principles of underwater bioacoustics, some of which apply to their own
research with sound communication in bony fishes in shallow water~Bass!
and whales in relatively deep water~Clark!. Whereas the signals of many
whales seem well-suited for long-range communication in deep-water ma-
rine environments, the signals of bony fishes are often too low in frequency
to propagate optimally in shallow water. The authors suggest several expla-
nations for this apparent mismatch, including the need to avoid detection by
predators and competitors—a functional explanation—and constraints im-
posed by mechanisms of sound production and~ancestral! hearing.

The chapter by Fitch and Hauser is especially lively and thought-
provoking. In considering the ‘‘honesty’’ of acoustic signals, they show how
mechanisms, which include the physics of efficient sound radiation and the
multiple functions of sound-producing structures in many animals, generally
enforce the transmission of reliable information about attributes of the sig-
naler such as its body size. Nevertheless, such constraints can sometimes be
subverted by relatively simple changes in the structure of the vocal appara-
tus or tract. The authors also provide a thorough treatment of perceptual and
cognitive factors that shape and constrain dishonest signaling and the detec-
tion of unreliable signals by receivers.

Boughman and Moss review vocal learning and development in mam-
mals and birds, focusing on calls, which are usually simpler in structure than
songs and often function in individual and group identification. They pro-
vide both extensive tables and discussions of case studies. One organizing
concept is that vocal learning takes two distinctive forms. In learned acqui-
sition, the new acoustic signals depend on auditory experience. In social
modification, existing signals are modified in response to interactions with
other individuals. The authors show that social modification, including the
development of group signatures, is common in both birds and mammals,
whereas learned acquisition is widespread only in birds.

The chapter by Ryan and Kime is a broad treatment of the selective
forces acting on long-range acoustic signals in terrestrial environments. Af-
ter considering energetic and physical constraints and several forms of en-
vironmental selection such as habitat acoustics, predation, and acoustic
niche partitioning, the authors focus on factors that can influence the coevo-
lution of signals—speciation, interspecific interactions, and various forms of
sexual selection. They conclude with a clear explanation of the logic and
data supporting the existence of pre-existing sensory biases or sensory ex-
ploitation, which can be considered alternatives to coevolutionary models.
Here, rather large changes in signals might sometimes be favored because
they tap inherent biases that arose and are maintained in other behavioral
contexts such as prey or predator detection.

Yamaguchi and Kelley review hormonal mechanisms that influence
acoustic communication both at a basic developmental level—sex determi-
nation and the concomitant sexual differences in communication behavior—
and at the level of adaptive change within individuals. The chapter begins
with a review of the known and putative mechanisms of action and then
proceeds to review specific studies that relate hormones and communication
behavior. The authors are particularly careful to distinguish between corre-
lations and causation and lay out many important unsolved problems ripe for
future research. One take-home message is that lower and higher vertebrates
differ profoundly in the hormones that have short-term effects on acoustic
communication and in the reversibility of developmental changes affected
by hormones.

In addition to a thorough view of neuronal selectivity in auditory and
vocal pathways, Gentner and Margoliash offer a spirited defense of the
neuroethological method. They argue convincingly that designs based on the
processing of natural signals in animals that specialize in this respect can
yield important generalizations about sensory processing and signal recog-
nition. Although touching on studies of other organisms, most of this de-
tailed review concerns the songbird model system, which has many advan-
tages for testing of general models about neural development and function,
such as the motor theory of speech communication. I was also favorably
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impressed by the ways in which these authors relate empirical data to ideas

and theories about recognition~feature detectors versus distributed process-

ing! and research strategies.

In summary, this book provides an excellent summary of the state-of-

the-art in research concerned with both mechanisms and evolution of acous-

tic communication. My only concern is that its high price will put it out of

reach of many graduate students who would benefit from the insights and
suggestions for future research that are found in every chapter.

H. CARL GERHARDT
Division of Biological Sciences
University of Missouri, Columbia
Columbia, Missouri 65211
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OBITUARIES

Robert C. Bilger • 1926–2002

Robert C. Bilger, a Fellow of the
Acoustical Society of America, died
peacefully in his sleep 26, December
2002 in Minneapolis, MN. Bob and his
wife, Lynn, had been visiting their son
Peter and his family for the Christmas
holiday. Bob was a member of the
Acoustical Society for several decades.
He avidly attended the Society’s meet-
ings, regularly made scientific presen-
tations, and from 1955 until the
present, published many important pa-
pers in the Journal.

Bob was born~28 August 1926!
and raised in Indiana and received his
B.S. in 1949 from Purdue University

after military service in WWII. He then earned M.S. and Ph.D. degrees at
Purdue in 1951 and 1954, respectively. His undergraduate and graduate
majors, which spanned engineering, general science, and experimental psy-
chology, prepared him to conduct research on a wide variety of topics in
acoustics. In 1954, Bob became a research associate at the Central Institute
for the Deaf~CID! in St. Louis, an affiliation that proved important for him
both professionally and personally. At CID, Bob worked with many inves-
tigators, including Ira Hirsh, Bruce Deatherage, Don Eldredge, and Carl
Sherrick on several phenomena concerning auditory and visual masking and
temporary threshold shift.

After spending 2 years as an assistant professor at the University of
Michigan ~1958–1960! Bob moved to the University of Pittsburgh, where
he remained until 1977, when he moved to the Department of Speech and
Hearing Science at the University of Illinois. While in Pittsburgh, Bob es-
tablished a laboratory that embraced students, visitors, and colleagues whose
areas of concentration/expertise were truly multidisciplinary and which in-
cluded electrical and biomedical engineering, mathematical statistics, signal
processing, and instrumentation. A hallmark of his laboratory was the cre-
ative application of the aforementioned areas to behavioral measures of
auditory and speech perception in normal and hearing-impaired listeners.
Beyond providing fundamental data and unique perspectives on the research
problems being investigated, Bob and his students consistently provided
fresh points of view that permitted a deeper understanding of the complexi-
ties involved in understanding how we hear complex sounds, including
speech. This work culminated in the first systematic and detailed acoustic
and psychoacoustic evaluation of the efficacy of cochlear implants. Bob was

able to garner the competitive contract from the National Institutes of Health
~NIH! to conduct the evaluation both because of the sophistication of the
study that he proposed, including its impeccable methods, and because of
the remarkable level of trust Bob enjoyed from both the psychoacoustic and
medical communities. This trust was well placed in that Bob produced an
intricate set of findings that was presented in an objective and even-handed
manner that permitted the data and their implications to be evaluated within
each community in the positive manner that they deserved. To Bob’s credit
that study has stood the test of time and proved to be prophetic in many
respects.

After Bob moved to Illinois, he undertook another major project in-
volving objective measurements of speech perception in noise in normal-
hearing and hearing-impaired listeners. This work capitalized on earlier
award-winning research in speech perception that Bob initiated at Pittsburgh
and resulted in stimulus materials specially constructed for the measurement
of speech presented either with or without contextual information. This pro-
gram of research illustrates the unique abilities Bob was able to bring to bear
on a very difficult problem because of the diverse nature of his background
and collaborators.

While Bob, the scientist, made many contributions and received many
deserved awards, Bob, the person, really was a most dominant presence for
his family, friends, and colleagues. Bob was warm, loving, loyal~almost to
a fault!, full of mirth, forgiving of people, and able to remember any event
or conversation that transpired over the last 50 years at any scientific meet-
ing, whether he actually managed to attend the presentation or not. In fact,
Bob was famous for ‘‘holding court’’ in the hallway just outside meeting
rooms. It should also be mentioned that Bob was unique in several ways
including the relative mismatch between the near discomfort he projected
while presenting his work orally and the elegant prose he routinely used in
his grant proposals, book chapters, and journal articles.

Those who attended Bob’s poignant memorial service in Champaign,
Illinois, heard several testimonials regarding how important he was to the
personal, as well as the professional, lives of his students and colleagues.
Bob was loved as well as respected. This was especially evident when his
children related how wonderful and accessible a grandparent he was. Al-
though Bob will be missed by all of us, he will not be forgotten and will
remain a part of the folklore that makes membership in the Acoustical So-
ciety as cherished to us as it was to him.

CONSTANTINE TRAHIOTIS
LAWRENCE L. FETH
WALT JESTEADT
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6,542,054

43.35.Cg ACOUSTIC MIRROR AND METHOD FOR
PRODUCING THE ACOUSTIC MIRROR

Robert Aigner et al., assignors to Infineon Technologies AG
1 April 2003 „Class 333Õ187…; filed in Germany 30 September 1999

A surface consisting of alternating thin layers of insulating material
and metal, which is highly reflective of ultrasound, is produced by micro-
electronics manufacturing techniques.—EEU

6,538,360

43.35.Zc MULTIPLE FREQUENCY CLEANING
SYSTEM

William L. Puskas, New London, New Hampshire
25 March 2003„Class 310Õ316.01…; filed 29 October 2001

Ultrasound is generated in a liquid cleaning bath by several transduc-
ers that produce sound in two or more nonoverlapping frequency bands. The
frequencies are stepped very rapidly so that ultrasound from the new signals
is induced in the bath before the sound from the earlier signals decays
greatly. The result is said to be a combined ultrasound field with improved
cleaning qualities.—EEU

6,556,687

43.38.Hz SUPER-DIRECTIONAL LOUDSPEAKER
USING ULTRASONIC WAVE

Koji Manabe, assignor to NEC Corporation
29 April 2003 „Class 381Õ387…; filed in Japan 23 February 1998

It is known that an array of ultrasonic transducers can be driven by a
modulated carrier to produce audible sound from empty space. This patent
suggests that if the transducers are mounted on a concave surface, then their

combined energy can be focused at a specific point in space. Moreover, if
the curvature is adjustable, then the focal point can be shifted. These two
observations would seem to be self-evident, but they were expanded into 17
patent claims.—GLA

SOUNDINGS

2533J. Acoust. Soc. Am. 114 (5), November 2003 0001-4966/2003/114(5)/2533/23/$19.00 © 2003 Acoustical Society of America



6,543,574

43.38.Ja METHOD OF MAKING A SPEAKER EDGE
CONTAINING ISOCYANATE AND POLYOL

Sinya Mizone et al., assignors to Inoac Corporation; Matsushita
Electric Industrial Company, Limited

8 April 2003 „Class 181Õ171…; filed in Japan 9 March 1999

A half-roll loudspeaker cone suspension is usually formed from sheet
stock molded to shape by heat and pressure. The patent describes an inter-
esting alternative in which a liquid material is injected into a die cavity and
then subjected to reaction foaming and curing—a little like baking a
waffle.—GLA

6,549,637

43.38.Ja LOUDSPEAKER WITH DIFFERENTIAL
FLOW VENT MEANS

Jon M. Risch, assignor to Peavey Electronics Corporation
15 April 2003 „Class 381Õ397…; filed 24 September 1998

This patent includes just a little bit of everything, culminating in 40
fairly lengthy claims. However, the heart of the invention is the differential
flow vent shown. This is an open-ended cylinder100 fitted with funnel-
shaped insert104. We are informed that air flowing from left to right will

encounter more resistance than that flowing in the reverse direction. If two
conventional vents in a woofer box are replaced by differential vents of
opposite polarity, the result is forced air ventilation—benign turbulence, so
to speak.—GLA

6,553,124

43.38.Ja ACOUSTIC DEVICE

Henry Azima and Joerg Panzer, assignors to New Transducers
Limited

22 April 2003 „Class 381Õ345…; filed in the United Kingdom 2 Sep-
tember 1995

This is an interesting patent that includes more than 20 pages of actual
test results. The document is really a research paper followed by seven
patent claims. The patent teaches that enclosing the rear radiation of a bend-
ing wave, panel-type loudspeaker results in a system that is acoustically

quite different from a standard closed-box loudspeaker. Some general rules
for predicting and optimizing the performance of such a system are devel-
oped and explained.—GLA

6,554,098

43.38.Ja PANEL SPEAKER WITH WIDE FREE
SPACE

Tatsumi Komura, assignor to NEC Corporation
29 April 2003 „Class 181Õ173…; filed in Japan 15 June 1999

To save space, a panel-type loudspeaker diaphragm1 can be driven at,

or very near, its outer edge. A single panel can be driven by more than one
transducer2, 28.—GLA

6,557,664

43.38.Ja LOUDSPEAKER

Anthony John Andrews and John Newsham, both of Dorking,
Surrey, the United Kingdom

6 May 2003„Class 181Õ152…; filed 22 February 1994

Central plug21 is actually chisel-shaped, and surrounding horn11 is
similarly asymmetrical. The overall assembly is a close cousin to the JBL
2405 high-frequency transducer designed more than 25 years ago. In both
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cases the objective is to create a coverage pattern that is relatively wide
horizontally but vertically narrow.—GLA

6,557,665

43.38.Ja ACTIVE DIPOLE INLET USING DRONE
CONE SPEAKER DRIVER

Richard D. McWilliam and Ian R. McLean, assignors to Siemens
Canada Limited

6 May 2003„Class 181Õ206…; filed 16 May 2001

The invention is intended to provide active noise cancellation at the air
intake of an internal combustion engine. Inner diaphragm18 is electrically
driven by conventional means46. Outer diaphragm22 is driven acoustically
to generate a noise attenuating signal. At the same time, air is somehow

flowing from mouth 38 in direction A through passageway14 into the
engine even though both diaphragms are provided with seals30, 34. The
patent claims do not clarify the arrangement.—GLA

6,560,343

43.38.Ja SPEAKER SYSTEM

Jae-Nam Kim, assignor to Samsung Electronics Company,
Limited

6 May 2003 „Class 381Õ349…; filed in the Republic of Korea 22
April 1996

Part of the backwave energy from loudspeaker16 is conducted
through horn24 to the face of cabinet10. The remainder energizes vent26.
The patent explains that since only a portion of the rear sound waves are
collected and amplified, ‘‘...reflected waves or standing waves will not be

generated in a sound wave amplifying horn to increase amplification effi-
ciency of bass sounds and improve the clearness of the resulting sounds.’’—
GLA

6,549,632

43.38.Kb MICROPHONE

Hiroshi Akino et al., assignors to Kabushiki Kaisha
Audio-Technica

15 April 2003 „Class 381Õ174…; filed 19 March 1997

Some hand-held microphones are extremely sensitive to mechanical
shocks and scrapes. This patent describes a simple, passive shock isolation
system derived from mechanical analog circuit analysis. Although the patent
text describes embodiments for both dynamic and capacitor microphones,
all of the eight patent claims refer to capacitor microphones only.—GLA

6,549,627

43.38.Lc GENERATING CALIBRATION SIGNALS
FOR AN ADAPTIVE BEAMFORMER

Jim Rasmusson et al., assignors to Telefonaktiebolaget LM
Ericsson

15 April 2003 „Class 381Õ71.11…; filed 30 January 1998

Consider a hands-free communications system installed in a vehicle.
The equipment includes two or more microphones405, 407 and a loud-
speaker401. By introducing adaptive filters at the outputs of individual
microphones it is possible to achieve in-phase summation of the signals
from the direction of a talker while largely canceling the unwanted signals
from the loudspeaker. Because the acoustical environment and the location
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of the talker may change, the system must somehow calibrate itself. The
patent describes an improved one-step calibration process that may also be
augmented by utilizing the filters as fixed echo cancellers during normal
operation.—GLA

6,549,630

43.38.Lc SIGNAL EXPANDER WITH
DISCRIMINATION BETWEEN CLOSE AND
DISTANT ACOUSTIC SOURCE

James F. Bobisuthi, assignor to Plantronics, Incorporated
15 April 2003 „Class 381Õ94.7…; filed 4 February 2000

The objective is to reliably turn on a microphone when its user speaks
and to minimize false triggering from other sound sources. A handset or
headset is fitted with two microphones, one310near the talker’s mouth and
the other330 as far as possible from the first. Their outputs are filtered,

rectified, and then divided—not compared. The patent explains in some
detail how this arrangement estimates source proximity rather than signal-
to-noise ratio. If the proximity estimation signal exceeds a predetermined
threshold, then microphone310 is gated on or its gain raised.—GLA

6,570,079

43.38.Md RECORDING AND REPRODUCING
APPARATUS, RECORDING AND REPRODUCING
METHOD, AND DATA PROCESSING
APPARATUS

Shinichi Fukuda, assignor to Sony Corporation
27 May 2003„Class 84Õ602…; filed in Japan 19 February 1998

Sony let the examiner do the legwork on this one. Suppose an audio
CD owner wishes to make a copy. If a lossy copy is chosen, then the user is

stuck with just a bad fidelity copy but not a bill. If the high-fidelity copy is
chosen, then the ‘‘accounting system’’ is involved and the owner is charged
a fee. The patent doesn’t address any of the wider issues regarding music
distribution.—MK

6,574,441

43.38.Md SYSTEM FOR ADDING SOUND TO
PICTURES

John W. McElroy, Newtown Square, Pennsylvania
3 June 2003„Class 396Õ312…; filed 4 June 2001

Still pictures not only lack motion—they also lack sound. The inventor

proposes adding a sound recorder100 that eventually produces a bar coded
sound strip.—MK

6,549,629

43.38.Tj DVE SYSTEM WITH NORMALIZED
SELECTION

Brian M. Finn and Shawn K. Steenhagen, assignors to Digisonix
LLC

15 April 2003 „Class 381Õ92…; filed 21 February 2001

DVE stands for digital voice enhancement which, in this case, includes
echo cancellation, background noise suppression, and optimal selection of
multiple-zone microphones in a hands-free communications system.
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Although the procedure is too complicated to describe in a few sentences, it
is clearly explained in the patent. Anyone interested in the field will find the
patent informative.—GLA

6,546,105

43.38.Vk SOUND IMAGE LOCALIZATION DEVICE
AND SOUND IMAGE LOCALIZATION
METHOD

Takashi Katayama et al., assignors to Matsushita Electric
Industrial Company, Limited

8 April 2003 „Class 381Õ17…; filed in Japan 30 October 1998

Using head-related transfer functions~HRTFs! to create virtual sound
sources from a pair of loudspeakers is theoretically intriguing but messy in
practice. Assuming that some kind of all-purpose HRTFs can be derived,
then FIR filter coefficients can be calculated for any angular location. How-
ever, computing and/or storing filter coefficients for all possible locations is
inefficient and time-consuming. This patent, like a number of earlier inven-

tions, attempts to find a better way. In this case, the angular location of a
virtual source is fed to a coefficient control device which then performs
digital mathematical operations involving only three predetermined fre-
quency response functions. The process is said to result in a dramatic reduc-
tion in memory requirements and computational time, as compared to prior
art.—GLA

6,553,121

43.38.Vk THREE-DIMENSIONAL ACOUSTIC
PROCESSOR WHICH USES LINEAR PREDICTIVE
COEFFICIENTS

Naoshi Matsuo and Kaori Suzuki, assignors to Fujitsu Limited
22 April 2003 „Class 381Õ17…; filed in Japan 8 September 1995

To create convincing three-dimensional audio for computer games, a
number of virtual sound sources must be controlled within a virtual sound
field. At the same time, the acoustical characteristics of the actual reproduc

ing sound field must be subtracted from the sound source. A bank of large
FIR filters seems to be called for, but the patent suggests a more efficient
approach. By performing linear predictive analysis of the impulse response
of the sound field to be added, the number of taps can be greatly reduced. A
similar procedure can be applied to sound sources in motion—in effect,
panning between locations rather than creating a plurality of individual
sources. The patent is clearly written and includes a great many helpful
illustrations.—GLA

6,526,835

43.40.At APPARATUS AND METHOD FOR
CHARACTERIZING PHYSICAL PROPERTIES
OF A TEST PIECE

Richard Todd Hage, assignor to Andersen Corporation
4 March 2003 „Class 73Õ778…; filed 6 June 2001

The test piece here consists of a slender beam. The method described
in the patent in essence involves observing the natural period and the loga-
rithmic decrement of the test beam in freely decaying vibration and using
these measured parameters in relations obtained from the classical expres-
sions applicable to ideal vicously damped beams.—EEU

6,532,818

43.40.Le METHOD AND APPARATUS FOR
MEASURING A VIBRATIONAL CHARACTERISTIC
OF A GOLF CLUB SHAFT

Jeffrey A. Blankenship, assignor to Karsten Manufacturing
Corporation

18 March 2003„Class 73Õ579…; filed 16 April 2001

In this apparatus for determining the stiffness of the shaft of a golf
club, one end of the shaft is clamped in a rigid fixture and a two-axis
accelerometer is attached to the other. The shaft is deflected and released
and the resulting vibration signals are sent to a computer, which determines
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the shaft’s stiffness from the measured natural frequencies. Different stiff-
nesses in different lateral directions are also determined from these
signals.—EEU

5,699,865

43.40.Tm ANTIVIBRATION DEVICE FOR
MOUNTING BETWEEN MOTOR UNIT AND A
HANDLE UNIT

Karl Forderer, Schwaikheim, Germany et al., assignors to
Andreas Stihl

23 December 1997„Class 173Õ162.2…; filed in Germany 21 August
1995

This vibration isolator uses a concentric elastomeric ring22 between
the motor2 and the handle9 of a chain saw. The somewhat flexible ring is

held in place by plugs38 and48 inserted into each end of the ring and held
by retainer device100.—JE

6,530,563

43.40.Tm MULTI-AXIS SHOCK AND VIBRATION
ISOLATION SYSTEM

Thomas Joseph Miller and Daniel Charles Radice, assignors to
Enidine, Incorporated

11 March 2003„Class 267Õ136…; filed 10 July 2001

The item that is protected is mounted in a frame via a series of wire
rope isolators and a pair of vertically oriented double-acting shock absorb-
ers. The ends of these shock absorbers are provided with resilient bushings
in order to permit the item to move relatively freely in the horizontal
plane.—EEU

6,533,256

43.40.Tm HIGH PRECISION VIBRATION DAMPING
SYSTEM

Peter A. Warren et al., assignors to Foster-Miller, Incorporated
18 March 2003„Class 267Õ136…; filed 23 June 2000

A vibration damping device that maintains the precision alignment of
an optical system component consists of a flat plate contained in a housing
with walls that are parallel to the plate’s surfaces. Parallelism between the
plate and housing surfaces is maintained and damping is provided by a
series of buttonlike elements that are rigidly attached to one surface and free

to slide along the opposing surface. The sliding surface of these elements is
spherical and friction is controlled by selection of the spherical radius, the
preloading, and the effective friction coefficient. The payload is attached to
a member that extends through an opening in the housing.—EEU

6,535,458

43.40.Tm METHOD AND APPARATUS FOR
SUPPRESSING DRILLSTRING VIBRATIONS

Richard Meehan, assignor to Schlumberger Technology
Corporation

18 March 2003„Class 367Õ81…; filed in the United Kingdom 9 Au-
gust 1997

Drilling for hydrocarbon or geothermal exploration typically is accom-
plished via a drillstring that consists of an assembly of tubes. In some
devices it is desired to transmit information to the surface from down the
hole along the walls of these tubes. In order to reduce the noise in these
signals it is useful to limit them to selected frequencies. Filtering of the
transmitted frequencies is accomplished by including in the drillstring a
series of sections whose impedances differ from those of their adjacent
sections, so that there results a series of stop bands. This patent describes an
impedance element that consists of a tube with internal and external circum-
ferential grooves of various depths and lengths.—EEU

6,536,566

43.40.Tm VIBRATION-DAMPING DEVICE FOR
VEHICLES

Koichi Hasegawa et al., assignors to Tokai Rubber Industries,
Limited

25 March 2003„Class 188Õ378…; filed in Japan 1 March 2000

This patent describes a variety of dampers consisting of masses that
are free to rattle inside close-fitting cavities. The masses may be coated with
rubber or provided with elastomeric caps or rings.—EEU

6,536,953

43.40.Tm BEARING MOUNT SYSTEM FOR
REDUCING VIBRATION

Steven A. Copeet al., assignors to E. I. du Pont de Nemours and
Company

25 March 2003„Class 384Õ536…; filed 8 November 2000

The exterior of a ball bearing’s raceway is separated from the adjacent
shaft via a relatively thin circumferential layer of elastomeric material, re-
tained in a suitable groove in the shaft. The elastomeric material is thicker
near its edges than in the middle, so that only the edges are compressed in
the presence of small relative excursions, whereas the entire width of the
material is compressed in the presence of excursions that exceed a given
value, resulting in a favorable bilinear stiffness characteristic.—EEU

6,538,852

43.40.Tm BEARING DEVICE WITH DAMPING
MECHANISM

Harushige Osawa and Hongbing Du, assignors to Nidec
Corporation

25 March 2003„Class 360Õ265.2…; filed in Japan 25 December 1998

The device described here is applicable to mechanisms in which a
shaft needs to be stopped rapidly in a definite position, as in hard disc
drives. The device in essence combines a conventional ball bearing with an
additional race that houses small masses in somewhat oversized cavities.
Sudden stopping of the shaft causes these masses to traverse the free spaces
in the cavities, and thus to induce damping via friction and impacts.—EEU
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6,533,257

43.40.Vn COMPOSITE VIBRATION DAMPING
SYSTEM

Arthur E. Clark, assignor to The United States of America as
represented by the Secretary of the Navy

18 March 2003„Class 267Õ140.15…; filed 21 June 2001

Several damping devices involving magnetostrictive and piezoelectric
materials are attached to a vibrating structure. All of these devices, which
can act as generators of electricity, are connected to a distributor, which
routes the current to electrical dissipators. A controller also can cause the
distributor to send current to the piezoelectric devices, so that these act as
actuators. The controller is programmed to minimize vibrations without the
use of energy from an external source.—EEU

6,536,735

43.40.Vn VIBRATION ISOLATING APPARATUS
FOR TABLE FOR MOUNTING DEVICE SENSITIVE
TO VIBRATIONS AND METHOD THEREFOR

Takahide Haga et al., assignors to Ebara Corporation
25 March 2003„Class 248Õ550…; filed in Japan 10 October 2000

Active isolation of a rigid table in six degrees of freedom is accom-
plished by use of a number of sensors and actuators and of a relatively
simple controller. The isolation system design is based on the assumption
that the center of action of the resilient supports coincides with the table’s
center of gravity and it takes account of the coordinates of the sensors and
actuators in the plane of the table.—EEU

6,539,806

43.40.Yq FLUID-LOAD MEASUREMENT BY
MAGNETIC EXCITATION AND VIBRATION
SENSING OF A FLUID-LOAD-SENSITIVE
DIAPHRAGM

Hubert A. Wright, assignor to Starr-Johnson
1 April 2003 „Class 73Õ703…; filed 7 March 2001

This device is intended for measuring the static pressure and/or vibra-
tion in a fluid. The flexible diaphragm that is in contact with the fluid carries
a permanent magnet, which is surrounded by a coil that is attached to the
device’s base. The membrane’s displacement is determined from measure-
ment of the coil’s inductance.—EEU

6,575,034

43.40.Yq CHARACTERIZATION OF
ENVIRONMENTAL AND MACHINERY INDUCED
VIBRATION TRANSMISSIVITY

Brij B. Seth et al., assignors to Ford Global Technologies, L.L.C.
10 June 2003„Class 73Õ579…; filed 30 January 2001

This system, intended to assist in the design, building, and installation
of dynamic manufacturing machinery, provides characterization of environ-
mental and machinery vibrations by a transmitivity discriminator. Vibra-
tional acceleration signals are monitored and captured at source site loca-
tions, which can be simply ground soil or a foundation through which
environmental vibrations pass, and a target site, which can be an intended
machinery foundation site or one or more sites containing interfacing joints
between elements of the machinery to be placed on this foundation.

Frequency and amplitude data extracted from the signals determine displac-
ment excitations at these locations. Transmitivity ratios along the vibration
path between the source and the target site are obtained by summing the
displacement excitations at different frequencies at each of the locations and
then dividing the target site sum by the source site sum, thereby indicating
the relative vibrational stiffness between the sites. These transmitivity ratios
can then be applied to modify the design of the proposed foundation and/or
the design of the interfacing machine elements.—DRR

6,108,431

43.50.Gf LOUDNESS LIMITER

Herbert Bachler, Meilen, Switzerland, assignor to Phonak, AG
22 August 2000„Class 381Õ312…; filed 1 October 1996

This patent describes circuitry to limit loudness instead of
intensity.—JE

6,564,900

43.50.Gf METHOD AND APPARATUS FOR
REDUCING ACOUSTIC NOISE IN MRI SCANNERS

David Dean et al., assignors to GE Medical Systems Global
Technology Company, LLC

20 May 2003„Class 181Õ202…; filed 22 November 2000

This technique for mitigating acoustic noise generated by a magnetic
resonance imaging system involves installing energy damping elements in
the scanner, principally within the gradient coil assembly, between the gra-
dient coil assembly and the primary magnet, and around the outer and inner
peripheries of the primary magnet and rf coil. The elements may be shaped
to conform to the structure of the scanner and may be tilelike elements that
can be retrofitted to existing equipment or installed in new scanners. The
tiles may be fabricated from a range of materials and composites.—DRR

6,564,902

43.50.Gf DEVICE AND METHOD FOR A SOUND-
ATTENUATING UNIT

Josef Saberi, assignor to Volvo Personvagnar AB
20 May 2003„Class 181Õ237…; filed in Sweden 14 November 1997

This is a muffler for reducing sound from a flowing gas stream. Two
flow paths are provided within the sound-attenuating unit and a switchover
device is provided to alternatively guide the gas stream along these two flow
paths. A pressure detector and crossover switch constitute an adjustable
throttle for blocking one flow path when the pressure falls below a prede-
termined value, thereby directing the flow to the other path. The throttle is
adapted to open when the pressure exceeds a predetermined value. This
setup is said to result in effective sound absorption, small mounting volume
of the muffler system, and a low backpressure at high engine speeds.—DRR
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6,575,696

43.50.Gf METHOD OF SOUND ATTENUATION IN
CENTRIFUGAL BLOWERS

Leslie A. Lyons and David A. Fisher, assignors to Fasco Industries,
Incorporated

10 June 2003„Class 415Õ119…; filed 11 September 2001

This version of a centrifuge blower, designed to attenuate the noise
caused by blade pass, includes a blower housing that encloses a motor-
driven impeller in order to produce a flow of air out of an outlet opening
formed by the blower housing. When the impeller rotates, the blades pass by
a cutoff formed along the interior of the housing between the scroll section
of the housing and an integrated exhaust section. An angled cutoff portion is
formed along the intersection between the tubular exhaust section and the
scroll section in order to disrupt the pressure fluctuations produced by the
orientation of the cutoff and the impeller blades. In addition to the angled
cutoff portion, the housing incorporates at least one sound cavity that ex-
tends outward from the outer wall of the exhaust section. This sound cavity
forms an open space that is said to attenuate the sound generated by the
rotating impeller.—DRR

5,970,155

43.50.Hg HEADSET FOR HEARING PROTECTORS

Kal Leppalahti, Kauniainen, Finland, assignor to Kitek Oy Ab
Insinooritoimisto

19 October 1999„Class 381Õ72…; filed 14 February 1997

This headset includes an earphone3 and microphone2 which may be

attached with clip4 to a circumaural earmuff.—JE

6,068,079

43.50.Hg ACOUSTIC VALVE CAPABLE OF
SELECTIVE NON-LINEAR FILTERING OF SOUND

Pascal Hamery, Mulhouse, Franceet al., assignors to L. S. L.
Institut Franco-Allemand de Recherches de Saint-Louis

30 May 2000„Class 181Õ135…; filed 11 August 1997

This variable acoustic filter depends on the relative orientation be-
tween two rotatable discs. The filter can be incorporated into an
earplug.—JE

6,070,693

43.50.Hg HEARING PROTECTOR AGAINST LOUD
NOISE

Pascal Hamery, Mulhouse, France, assignor to Institut Franco-
Allemand de Recherches de Saint-Louis

6 June 2000„Class 181Õ135…; filed 20 January 1999

This is an insert hearing protector reportedly able to attenuate noise up
to 190 dB. Let’s see. Bone conduction through the skull,250 dB, leaves
190 dB250 dB5140 dB exposure. That’s not much protection.—JE

6,074,060

43.50.Hg EYESIGHT AND HEARING SAFETY
APPARATUS

Joe A. Bruce, Beaumont, Texas
13 June 2000„Class 351Õ158…; filed 7 October 1999

Cut the cord in half on a pair of hearing protectors and glue each end
to the temples of a pair of safety glasses and you have this invention.—JE

6,082,485

43.50.Hg ADJUSTABLE EARPLUG

Eric B. Smith, San Francisco, California
4 July 2000„Class 181Õ135…; filed 10 August 1999

An earplug with adjustable element26, 24 inserted into a foam plug

provides adjustable treble attenuation.—JE
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6,095,146

43.50.Hg GLOW-IN-THE-DARK HEARING
PROTECTIVE DEVICES

Richard Knauer, Indianapolis, Indiana et al., assignors to Aearo
Company

1 August 2000„Class 128Õ864…; filed 20 July 1999

The title says it all except, ‘‘Why?’’ The inventors presuppose a need
to see who is wearing hearing protection in the dark.—JE

6,119,805

43.50.Hg HEARING PROTECTOR ADAPTABLE TO
CHAIR

Urban Eriksson, Stockholm, Sweden
19 September 2000„Class 181Õ129…; filed 23 March 1999

This is a ‘‘U’’-shaped hearing protector mounted on a floor stand to be
used by musicians. It must do wonders for the sense of ensemble in an
orchestra.—JE

6,123,168

43.50.Hg BANDED HEARING PROTECTOR

Bengt Goran Berg and Hans Peter Jorgen Høkansson, both of
Tyringe, Sweden, Assignors to Dalloz Safety AB

26 September 2000„Class 181Õ129…; filed 30 June 1997

This protector incorporates a hinge in the middle of each side of the
over-the-head band to permit swinging the device away from the ear.—JE

6,148,821

43.50.Hg SELECTIVE NONLINEAR ATTENUATING
EARPLUG

Robert N. Falco, Indianapolis, Indiana, assignor to Cabot Safety
Intermediate Corporation

21 November 2000„Class 128Õ864…; filed 29 April 1998

This is a variable attenuation hearing protector. The device limits

acoustic energy by changing the percentage of open passageway110. The
patent is similar to United States patent 6,286,622.—JE

6,151,717

43.50.Hg TRANSPARENT OR TRANSLUCENT
EARMUFF CUP

Fredrik Lindgren, Spencer, Massachusetts et al., assignors to
Aearo Company

28 November 2000„Class 2Õ209…; filed 20 July 1999

This circumaural hearing protector cup allows visual inspection of a
hearing protection device simultaneously worn in the ear.—JE

6,241,042

43.50.Hg HEARING PROTECTIVE DEVICE

Robert N. Falco, assignor to Cabot Safety Intermediate
Corporation

5 June 2001„Class 181Õ135…; filed 14 March 2000

This hearing protector is manufactured by forming foam around stem

42 during manufacture.—JE

6,256,396

43.50.Hg SELF-FITTING HEARING PROTECTION
EARPLUG WITH FACILE INSERTION
MECHANISM

William Bradford Cushman, Pensacola, Florida
3 July 2001„Class 381Õ328…; filed 26 May 1995

This hearing protector includes a mechanism to elongate and reduce
diameter for easy insertion.—JE

6,481,846

43.50.Hg EAR AND EYE PROTECTION APPARATUS

Erik I. Mikysa, Oklahoma City, Oklahoma
19 November 2002„Class 351Õ158…; filed 4 August 2000

This patent describes a method of attaching safety glasses to a muff-
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type hearing protector.—JE

6,237,947

43.50.Qp DEVICE AND METHOD FOR AVOIDING
HEARING DAMAGE DURING ACTIVATION
OF VEHICLE OCCUPANT RESTRAINT SYSTEMS

Armin Kausch, assignor to TRW Occupant Restraint Systems
GmbH & Company KG

29 May 2001„Class 280Õ735…; filed in Germany 11 November 1996

This patent describes the use of an airbag predetonation signal to elicit
the acoustic reflex which mitigates sound transmitted to the cochlea.—JE

6,129,174

43.50.Yw MINIMAL CONTACT REPLACEABLE
ACOUSTIC COUPLER

Joseph Brown, Valley Center, California et al., assignors to
Decibel Instruments, Incorporated

10 October 2000„Class 181Õ135…; filed 30 December 1998

This is a device for in-the-ear hearing aids. A picture is worth

1000 words.—JE

6,456,199

43.50.Yw CONTINUOUS NOISE MONITORING AND
REDUCTION SYSTEM AND METHOD

Kevin Michael, assignor to doseBusters USA
24 September 2002„Class 340Õ573.1…; filed 16 February 2001

This is a system for monitoring the noise dose under hearing protec-

tors. The device incorporates an indicator40 of approaching overexposure
or a digital indicator of dose.—JE

6,568,142

43.55.Ti BAMBOO FLOOR PLATE FOR SOUND
INSULATION

Seiji Yoshida, assignor to Japan Blower Ind. Company, Limited
27 May 2003„Class 52Õ582.1…; filed in Japan 31 January 2000

Round bamboo cane is cut to lay flat and then laminated to form a
plate. Grooves are cut into the plate to improve sound isolation
performance.—CJR

6,565,107

43.58.Wc MOTORBIKE SOUND SIMULATOR

Lawrence B. Hartman, Bellaire, Texas
20 May 2003„Class 280Õ288.4…; filed 4 December 2001

Like United States Patent 6,394,875@reviewed in J. Acoust. Soc. Am.
112~6!, 2518 ~2002!#, playing cards aren’t good enough for faux moto-
bicycle sounds. The inventor proposes replacing a playing card with a stiff
plastic strap. This ruins all the fun.—MK
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6,570,521

43.60.Cg MULTISTAGE SCRAMBLER FOR A
DIGITAL TO ANALOG CONVERTER

William G. J. Schofield, assignor to Analog Devices, Incorporated
27 May 2003„Class 341Õ144…; filed 27 December 2001

It is well known that the nonlinear transfer function of digital to analog
converters leads to harmonic distortion. Here, the inventor proposes using a

multistage network that scrambles data bits with a linear feedback shift
register so that the error is whitened.—MK

6,574,596

43.60.Qv VOICE RECOGNITION REJECTION
SCHEME

Ning Bi et al., assignors to Qualcomm Incorporated
3 June 2003„Class 704Õ249…; filed 8 February 1999

A voice recognition rejection scheme is described which applies an
N-best algorithm to compare the input words with stored words and which
tests predefined relationships between one or more closest comparison
results.—HHN

6,565,407

43.66.Qp TALKING DOLL HAVING HEAD
MOVEMENT RESPONSIVE TO EXTERNAL SOUND

John Woolington and Virgil Wulff, assignors to Mattel,
Incorporated

20 May 2003„Class 446Õ175…; filed 2 February 2000

A plush toy can exhibit binaural hearing. The left microphone31
is connected to a comparator with the right microphone~not shown!.

Depending on the signal, a motor located in the body swivels the head from
left to right to face the speaker. Bouncing is not specified.—MK

6,563,933

43.66.Ts ELECTROMAGNETIC TRANSDUCER FOR
GENERATING SOUND IN HEARING AIDS,
PARTICULARLY ELECTRONIC HEARING AIDS

Torsten Niederdraenk, assignor to Siemens Audiologische Technik
GmbH

13 May 2003„Class 381Õ417…; filed in Germany 15 November 1999

High-gain hearing aids, normally using receivers~speakers! with one
diaphragm, are frequently unable to achieve desired output levels due to
instability caused by mechanical vibrations produced by the receiver getting
back to the microphone. To reduce this mechanical feedback proglem

SOUNDINGS

2543J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Reviews of Acoustical Patents



and produce more usable acoustic gain, a hearing aid receiver contains two
identical diaphragms placed symmetrically on opposite sides of the drive
mechanism. The diaphragms are driven equally but in opposite directions so
as to at least partially cancel the mechanical vibrations caused during the
drive mechanism movements.—DAP

6,567,503

43.66.Ts REAL-TIME TRANSCRIPTION
CORRECTION SYSTEM

Robert M. Engelke et al., assignors to Ultratec, Incorporated
20 May 2003„Class 379Õ52…; filed 20 February 2001

The present device relates to systems for transcribing voice communi-
cations into text and, more specifically, to means of facilitating higher ac-
curacy, real-time editing of a transcribed text stream by a human call assis-
tant. The device permits the call assistant to select words for editing based
on their screen location, most simply by touching the word on the screen.

Lines of text are preserved intact as they scroll off the screen to assist in
tracking individual words. Words on the screen change color to indicate
their status for editing and transmission. The delay before transmission of
transcribed text may be adjusted, for example, based on dynamical error
rates, perceptual rules, or call assistant or user preference.—DRR

6,567,526

43.66.Ts DIRECTIONAL MICROPHONE ASSEMBLY

Mead C. Killion et al., assignors to Etymotic Research,
Incorporated

20 May 2003„Class 381Õ313…; filed 13 October 2000

A hearing aid microphone capsule contains both a first-order direc-
tional element and an omnidirectional element, their acoustical coupling
tubes and electrical equalization to provide the same frequency response in
directional and omnidirectional modes. Acoustic resistors and inertances are
utilized in the front and rear sound passages, respectively, for the directional

microphone to provide the proper acoustic delays for good directivity across
the frequency range while leveling the frequency response. The electrical
equalization components provide about the same sensitivity when a hearing
aid wearer switches between directional and omnidirectional modes.—DAP

6,570,963

43.66.Ts CALL CENTER FOR HANDLING VIDEO
CALLS FROM THE HEARING IMPAIRED

Thomas Michael Watson and Paul W. Ludwick, assignors to
Sprint Communications Company L.P.

27 May 2003„Class 379Õ52…; filed 30 October 2000

This call center for speech and hearing impaired subscribers provides
video communication so the subscriber can use sign language to communi-
cate with the call controller. The call center features a number of terminals
connected to a switching system to handle calls. Each of the terminals in-
cludes a computer system that handles video calls from the speech and

hearing impaired users and a telephone station that handles voice calls to
parties communicating with the speech and hearing impaired subscribers. A
call controller connected to the switching system and the terminals assigns a
terminal to handle an incoming call.—DRR
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6,574,342

43.66.Ts HEARING AID FITTING SYSTEM

Keith L. Davis et al., assignors to Sonic Innovations, Incorporated
3 June 2003„Class 381Õ314…; filed 8 February 2000

A fitting method is described in which the amount of gain across the
hearing aid frequency range is selected such that loudness levels at all fre-
quencies of interest are perceived as being the same by the wearer. Test
signals are generated by the hearing aid for the wearer to determine the
desired gain versus frequency characteristic. The system is interactive based
on responses from the hearing aid wearer via a graphical user interface.—
DAP

6,574,343

43.66.Ts HEARING AID

Hilmar Meier, assignor to Phonak AG
3 June 2003„Class 381Õ322…; filed in the European Patent Office 2

March 1998

A cover over the microphone inlet of a behind-the-ear hearing aid
provides smoother exterior surfaces of the case than are normally achieved.

The smooth surfaces of the cover prevent air turbulence from creating
acoustical artifacts in the hearing aid. The cover is typically made with an
open-pore material such as polyethylene.—DAP

6,577,739

43.66.Ts APPARATUS AND METHODS FOR
PROPORTIONAL AUDIO COMPRESSION AND
FREQUENCY SHIFTING

Richard Ray Hurtig and Christopher William Turner, assignors to
University of Iowa Research Foundation

10 June 2003„Class 381Õ316…; filed 16 September 1998

A method is described for frequency compression and frequency shift-
ing in which the ratios of the vocal tract resonant frequencies are kept
constant. Each frequency is shifted upward or downward by a fixed multi-
plicative factor while maintaining the spectral shape and duration of the
audio signal. A FFT is generated to perform frequency analysis on short time

segments of the input signal. After the proportional frequency compression
and spectrum shifting, an inverse FFT is performed. The resultant output
signal is amplified appropriately to ensure that speech is audible across the
usable frequency range.—DAP

6,569,090

43.66.Yw APPARATUS FOR SELF-INSPECTING
THE EAR

Giorgio Mezzoli and Marco Vanzi, assignors to Giorgio Mezzoli
27 May 2003„Class 600Õ200…; filed in Italy 12 January 1999

Do you want to be able to look into your own ear? Here is a gadget to
self-inspect your external auditory meatus and/or the tympanic membrane.
The device consists of an ear insert2, reflective mirror3, and an illuminator

6 to light up the dark recess of the middle ear. It appears that another mirror
and some deft maneuvering on the user’s part would be needed to see the
reflected image of the ear.—DRR

6,466,911

43.71.Ky ELECTROTACTILE VOCODER USING
HANDSET WITH STIMULATING ELECTRODES

Robert S. C. Cowan et al., assignors to The University of
Melbourne

15 October 2002„Class 704Õ271…; filed in Australia 30 May 1997

This wired glovelike device receives impulses from a coded speech-
stream and generates mild electrical impulses to various parts of the wear-
er’s hand according to the spoken input material. The coding is essentially
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the old channel vocoder arrangement, but limited to pitch, second formant,
signal amplitude, voiced/unvoiced, and high-frequency amplitude informa-
tion. Each of these features controls the pulse rate applied to a particular
area of the glove.—DLR

6,563,804

43.72.Gy SYSTEM AND METHOD FOR PROVIDING
FULL-DUPLEX AUDIO COMMUNICATION
USING A HALF-DUPLEX AUDIO CIRCUIT

Prakash Iyer et al., assignors to Intel Corporation
13 May 2003„Class 370Õ296…; filed 5 January 1998

A method is described to provide full-duplex audio communication, as
in a two-way conversation over a telephone line, with a half-duplex audio
circuit. The audio circuit interfaces typically to microphones, CD players,
headphones, speakers, and stereo amplifiers. System operation occurs

in either an idle state, a listen state, or a talk state. Transition to a full-duplex
event from one of the states is initiated via incoming speech, outgoing
speech, or a talk request from the half-duplex audio circuit via a push-to-talk
switch.—DAP

6,466,909

43.72.Ja SHARED TEXT-TO-SPEECH RESOURCE

Cliff Didcock, assignor to Avaya Technology Corporation
15 October 2002„Class 704Õ260…; filed 28 June 1999

What this patent describes is little more than a buffering scheme
whereby a speech synthesizer is started and stopped according to the amount
of waveform data currently awaiting audio conversion. This allows a more
or less continuous output stream with little waiting for new phrases to be
composed by the synthesizer.—DLR

6,470,316

43.72.Ja SPEECH SYNTHESIS APPARATUS
HAVING PROSODY GENERATOR WITH USER-SET
SPEECH-RATE- OR ADJUSTED PHONEME-
DURATION-DEPENDENT SELECTIVE VOWEL
DEVOICING

Keiichi Chihara, assignor to Oki Electric Industry Company,
Limited

22 October 2002„Class 704Õ267…; filed in Japan 23 April 1999

This fairly typical speech synthesizer performs an analysis of the input
text and assigns segment quality and durations according to a fairly conven-
tional set of rules. The speech waveform is generated using an overlap-and-
add concatenation system, again traditional. Designed for output in the
Japanese language, there is a strong emphasis on the control of vowel de-
voicing, with the degree of devoicing influenced by the current speech rate
setting.—DLR

6,473,979

43.72.Ja ELECTRONIC TALKING COMPASS

Clive S. Lu, Hicksville, New York
5 November 2002„Class 33Õ363 K…; filed 5 December 2000

This talking compass uses a Hall effect sensor to detect the orientation
of the device case with respect to the Earth’s magnetic field and a speech
output circuit to announce the direction the case is pointing.—DLR

6,572,475

43.72.Lc DEVICE FOR SYNCHRONIZING AUDIO
AND VIDEO OUTPUTS IN COMPUTERIZED
GAMES

Teruo Okabe and Hiroshi Yagi, assignors to Kabushiki Kaisha
Sega Enterprises

3 June 2003„Class 463Õ30…; filed in Japan 28 January 1997

A game device is described for synchronizing video output with

SOUNDINGS

2546 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Reviews of Acoustical Patents



sounds using audio parameters on the basis of a display parameter of an
object.—HHN

6,466,654

43.72.Ne PERSONAL VIRTUAL ASSISTANT WITH
SEMANTIC TAGGING

Robert S. Cooper et al., assignors to Avaya Technology
Corporation

15 October 2002„Class 379Õ88.01…; filed 6 March 2000

This voice command recognizer uses a grammar arrangement long
known as a slot grammar, which provides a narrow limit to the branching
factor, or complexity, of the set of recognizable utterances. The grammar is
basically ‘‘command verb’’1‘‘object’’ 1‘‘tag.’’ The commands all concern
computer file management operations. The object is typically a stored file, a
message, a fax, etc. Most of the details reside in the final ‘‘tag’’ slot, which
provides a goal, action, or result to be accomplished. This may include a
designated person, a date, a status change, or any of several other types of
destinations or results. The ‘‘tag’’ includes a link to another item in the
database.—DLR

6,468,083

43.72.Ne GLOBAL COMMUNICATION MEANS

Joseph Mathias, Ridgeville, Ontario, Canada
22 October 2002„Class 434Õ167…; filed 29 September 2000

Rather than solving the admittedly difficult problem of computer
speech recognition, the author of this patent would create a new artificial
language with a clearly prescribed phonetic system, presumably easier for
both computers and people to handle. The ‘‘global’’ specification is just
that—all natural languages the world around would be dropped in favor of
this new scheme. Goodbye English, French, etc. Of course, the patent com-
pletely ignores the fact that artificial languages, including this one, have
invariably been found to be decidedly unnatural, not readily processed by

the human brain. Regularity is not the blessing many suppose it to be.—
DLR

6,471,420

43.72.Ne VOICE SELECTION APPARATUS VOICE
RESPONSE APPARATUS, AND GAME
APPARATUS USING WORD TABLES FROM WHICH
SELECTED WORDS ARE OUTPUT AS VOICE
SELECTIONS

Hidetsugu Maekawa et al., assignors to Matsushita Electric
Industrial Company, Limited

29 October 2002„Class 395Õ2.79…; filed in Japan 13 May 1994

This human/computer interface uses a simplified voice analyzer and
combines the resulting feature set with features extracted from a photocell
lip position detector. The combined speech and lip movement feature set is
used to control a computer-generated object, such as a game playing figure.
Joystick inputs may also be added to the combination feature set.—DLR

6,564,185

43.72.Ne CONTINUOUS SPEECH RECOGNITION
METHOD AND PROGRAM MEDIUM WITH
ALTERNATIVE CHOICE SELECTION TO CONFIRM
INDIVIDUAL WORDS

Yasunaga Miyazawaet al., assignors to Seiko Epson Corporation
13 May 2003„Class 704Õ251…; filed in Japan 8 September 1998

A continuous speech recognition system analyzes the user’s speech
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input and produces an affirmative/negative recognition result in order to
accurately confirm the overall recognition performance.—HHN

6,571,208

43.72.Ne CONTEXT-DEPENDENT ACOUSTIC
MODELS FOR MEDIUM AND LARGE VOCABULARY
SPEECH RECOGNITION WITH EIGENVOICE
TRAINING

Roland Kuhn et al., assignors to Matsushita Electric Industrial
Company, Limited

27 May 2003„Class 704Õ250…; filed 29 November 1999

The eigenvoice technique makes up the core of this patent to train and
develop context-dependent acoustic models for phonemes. Maximum

likelihood estimation methods are used to develop common decision tree
frameworks.—HHN

6,577,997

43.72.Ne SYSTEM AND METHOD OF NOISE-
DEPENDENT CLASSIFICATION

Yifan Gong, assignor to Texas Instruments Incorporated
10 June 2003„Class 704Õ252…; filed 27 April 2000

Speech recognition accuracy may degrade significantly in noisy envi-
ronments. A classification scheme makes a decision to accept or reject the
speech recognition output based on the average noise level in the input

signal and the probability of speech recognition success relative to a known
vocabulary list.—DAP

6,577,999

43.72.Ne METHOD AND APPARATUS FOR
INTELLIGENTLY MANAGING MULTIPLE
PRONUNCIATIONS FOR A SPEECH RECOGNITION
VOCABULARY

James R. Lewis and Barbara Ballard, assignors to International
Business Machines Corporation

10 June 2003„Class 704Õ270…; filed 8 March 1999

To manage multiple pronunciations in a speech recognition system,
this method assigns a base quality metric for each of several acoustic mod-
els. The occurrence of certain events statistically determines the accuracy of
each acoustic model.—HHN

6,570,077

43.75.Ef TRAINING DEVICE FOR MUSICAL
INSTRUMENTS

Stacy P. Goss, Albertville, Alabama
27 May 2003„Class 84Õ477 R…; filed 6 March 2002

The inventor believes that developing sufficient wind pressure to sup-
port the reed oscillation is an important issue with beginning players. Ac-
cordingly, imagine a separate air channel12 that leads to a diaphragm100
that pushes on a spring switch102 lighting LED 106 ~note battery104!.

While this reviewer acknowledges the importance of breath support, particu-
larly with double reeds, looking down at the binary output of a LED is not
going to help with the myriad other issues of playing reed instruments. And
how do you clean the saliva from the air channel?—MK
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6,573,441

43.75.Hi DRUM PILLOW AND METHOD FOR USING
SAME

Trent M. Norris, Jr., Port Angeles, Washington
3 June 2003„Class 84Õ411 M…; filed 5 June 2001

It is common practice to add a pillow in front of the bass drum mem-
brane to deaden the sound, particularly for garage or studio environments.
The inventor proposes an annular pillow so that the ‘‘higher harmonics

generated at the edge’’ are attenuated. Drum head vibrations are not that
simple, but the invention will perform more or less as the inventor
intended.—MK

6,576,826

43.75.Tv TONE GENERATION APPARATUS AND
METHOD FOR SIMULATING TONE EFFECT
IMPARTED BY DAMPER PEDAL

Masao Kondo and Satoshi Miyata, assignors to Yamaha
Corporation

10 June 2003„Class 84Õ615…; filed in Japan 22 February 2000

Use of the damper pedal in an acoustic piano permits the string vibra-
tions to continue until the pedal is released. The question is: how is an
electronic piano supposed to accomplish the same action? In addition to the
normal tone, the inventors propose storing the additive damper pedal tone,
the tone after the pedal is released, and the additional ‘‘key off’’ tone. By
analyzing where the pedal is depressed with respect to the key on event,
these additional tones can be blended in to create a more realistic pedal
tone.—MK

6,576,827

43.75.Wx MUSIC SOUND SYNTHESIS WITH
WAVEFORM CACHING BY PREDICTION

Motoichi Tamura, assignor to Yamaha Corporation
10 June 2003„Class 84Õ622…; filed in Japan 23 March 2001

This patent combines two ideas: First, that musical instrument param-
eters can be analyzed~but are not disclosed in the patent! and then converted
to vectors~also not disclosed!. Then, during playback, these vectors must be

interpreted. Naturally, if you cache the vectors, then there is less bus traffic,
less disk traffic, and the overall system is faster. However, the encoding
scheme is reminiscent of vector quantization and the caching of waveform
data is well known~also see United States Patent 6,365,816@reviewed in J.
Acoust. Soc. Am.112~4!, 1243~2002!#!.—MK

6,568,123

43.80.Nd BLOOD-SUCKING INSECT CONTROL
STATION

J. Roy Nelsonet al., assignors to Bugjammer, Incorporated
27 May 2003„Class 43Õ107…; filed 20 June 2001

The authors of this patent fervently believe that adding a heartbeat
sound makes a biting insect trap all the more attractive. Accordingly, imag-
ine a combination speaker, CO2 dispenser, heater, etc.—MK

6,561,979

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD

Andrew J. Wood and Kevin S. Randall, assignors to Acuson
Corporation

13 May 2003„Class 600Õ437…; filed 14 September 1999

The principal feature of this portable ultrasound system is the electro-
magnetic shielding afforded by encapsulation of individual components of
the system. The compartmentalization of the components isolates EMI be-
tween the components themselves as well as the system and the ambient
world. The EMI shielding also contributes to overall structural rigidity and,
with the proper design, can provide heat dissipation for the internal compo-
nents. A transducer connector is also described as providing high-density
interconnects between the transducer and the ultrasound system and facili-
tating easy handling.—DRR

6,561,981

43.80.Qf ULTRASONIC METHOD AND SYSTEM
FOR SHEAR WAVE PARAMETER ESTIMATION

Odile Bonnefous, assignor to Koninklijke Philips Electronics N.V.
13 May 2003„Class 600Õ443…; filed in the European Patent Office

26 April 2000

This patent relates to an ultrasonic system for determining the local
propagation velocity of transient shear waves in tissue, for displaying a
sequence of velocity images of the transient shear waves, and for deriving
tissue elasticity information. Shear waves are generated in the tissue by an
external mechanical vibration source, producing displacement of tissue
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particles. A standard ultrasonic diagnostic system measures the velocity of
the particles and the velocity of the front of the shear waves. A computer
program is applied to estimate parameters such as elasticity from the veloc-
ity of the shear wave front.—DRR

6,565,512

43.80.Qf SYSTEM FOR ESTIMATING BLADDER
VOLUME

Dipankar Ganguly et al., assignors to SRS Medical Systems,
Incorporated

20 May 2003„Class 600Õ449…; filed 17 November 2000

Information about the volume of urine in the bladder is important
clinically for several types of patients suffering from bladder dysfunction.
The noninvasive device covered by this patent is a monitoring system that
sequentially scans a bladder with ultrasonic beams, sectioning the bladder
into transverse planes. The system includes a transducer with a number of
piezoelectric elements in a relatively thin elastomeric pad and/or substrate
that is applied to the patient’s lower abdomen. The elements are spaced and
grouped in such a manner that the acoustic beams they produce lie on a
number of planes, with the first and last planes separated by approximately
70°. The system establishes from the scan lines associated with a given
plane a number of points on each of the front and back walls of the bladder.
It then fits a curve to each of the sets of points. On the basis of these two
joined curves, the system calculates the cross-sectional area of the bladder in
the plane. After determining the area of each of the planes, the system can
determine the volume of the bladder essentially by summing up the
weighted elements formed by the planar areas.—DRR

6,565,517

43.80.Qf APPARATUS AND METHODS FOR
RHINOMANOMETRY

Steen Brabrand Rasmussen, assignor to Rhinometrics AÕS
20 May 2003„Class 600Õ529…; filed in Denmark 29 July 1998

Rhinomanometry is an examination method for determining flow re-
sistances in the nose. The apparatus here consists of a measuring tube hav-
ing a proximal end for connecting to a patient’s nose and a distal end leading
to the ambient atmosphere, a measuring gate, a means for determining air
flow in the measuring tube, a pressure sensor for measuring the pressure in

the tube’s proximal end, and another pressure sensor for measuring the
pressure at the measuring gate. The apparatus contains means for generating
a sound signal at the measuring gate and means to receive sound signals in
the tube proximal end.—DRR

6,569,100

43.80.Qf ULTRASONIC PROBE AND METHOD
OF PRODUCING SAME

Eiichi Okawa et al., assignors to Matsushita Electric Industrial
Company, Limited

27 May 2003„Class 600Õ445…; filed in Japan 17 November 2000

This probe, designed to be more compact and said to be more accurate,
includes a driven rotating shaft mounted inside of, and supported by, a
housing. An ultrasonic transducer, mounted on the shaft so as to be swing-
able, converts an electrical signal to and from an ultrasound signal. A motor
shaft is connected by a belt to the driven shaft. Constructing the probe in this

manner makes it possible to reduce the rotation radius of the transducer
independently of the size of the electric motor by spacing the rotation axes
of the drive motor and the transducer. Transferring the drive motor rotation
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into transducer rotation without causing a backlash is said to prevent dete-
rioration of the probe’s accuracy.—DRR

6,569,101

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
INSTRUMENT WITH ECG MODULE,
AUTHORIZATION MECHANISM AND METHODS OF
USE

Jen U. Quistgaardet al., assignors to Sonosite, Incorporated
27 May 2003„Class 600Õ459…; filed 19 April 2001

This is a handheld ultrasound instrument that incorporates enhanced
diagnostic modes including pulse wave Doppler, time-motion analysis, and
tissue harmonic imaging. An external electrocardiograph~ECG! recording
unit is also described. The ECG unit adapts for use with the handheld in-
strument to enable ECG monitoring simultaneously with an ultrasonic scan
in b-mode, Doppler, color Doppler,m-mode, and PW mode. The handheld
instrument also includes a secure mechanism that allows any combination of
diagnostic modes to be enabled by the manufacturer~and later to enable or
disable any one or group of diagnostic modes!. The patent also covers a
method for a manufacturer to maintain a database of handheld instrument
capabilities after it enters medical distribution and use.—DRR

6,569,102

43.80.Qf MINIATURIZED ULTRASOUND
APPARATUS AND METHOD

Mir A. Imran et al., assignors to Zonare Medical Systems,
Incorporated

27 May 2003„Class 600Õ459…; filed 18 May 2001

This ultrasound apparatus for examining tissue in a region of interest
has a housing with a viewing aperture. An ultrasonic transducer consisting
of a number of elements is deployed in the viewing aperture. Electrical
pulses are supplied to the transducer to excite ultrasound signals into the
body and the same transducer detects the ultrasonic reflections from the
body, yielding electrical signals that are gain-corrected in accordance with
time. In-phase and out-of-phase components of the electrical signals are then
digitized and collected to form one image for a single frame of tissue in the
region of interest in the body.—DRR

6,572,554

43.80.Qf METHOD AND APPARATUS FOR
INTRAVASCULAR TWO-DIMENSIONAL
ULTRASONOGRAPHY

Paul G. Yock, assignor to SciMed Life Systems, Incorporated
3 June 2003„Class 600Õ463…; filed 20 June 2002

This catheter is inserted into the blood vessel of a patient to provide
ultrasound imaging of the vessel wall. The catheter incorporates a tubular
element and an internally housed drive cable for effective circumferential
scan about the catheter that contains means for generating ultrasound sig-
nals. Both the tubular element and the drive are of size and flexibility

sufficient to permit their introduction into the vessel and subsequent ad-
vancement through the vessel to the location where imaging is to be
executed.—DRR

6,575,908

43.80.Qf BALANCE BODY ULTRASOUND SYSTEM

Stephanie A. Barneset al., assignors to Sonosite, Incorporated
10 June 2003„Class 600Õ443…; filed 21 August 2002

The subject portable ultrasound system consists of a transducer assem-
bly connected to a balance body and a number of control elements arranged
in an ergonomic fashion on the body so that a user may hold the system and
operate at least one of the control elements with one hand. The balance body
also incorporates system electronics, a power supply, and a user interface.
The interface includes aD-controller and a touch screen.—DRR

6,575,916

43.80.Qf APPARATUS AND METHOD FOR
DETECTING VERY LOW FREQUENCY ACOUSTIC
SIGNALS

Michael E. Halleck et al., assignors to iLife Solutions,
Incorporated

10 June 2003„Class 600Õ528…; filed 24 March 2000

For detecting extremely low-frequency acoustic signals, this apparatus
contains a sensor capable of detecting signals in the frequency range of 0.1
to 30 Hz. The sensor consists of a chamber featuring portions that form a
cavity. A low-frequency microphone is placed within the cavity. Another
embodiment consists of a chamber having portions that form a resonant

cavity, a lower frequency microphone within the resonant cavity, and a
membrane that covers the resonant cavity. Low-frequency acoustic signals
that are incident on the membrane cause the membrane to vibrate and am-
plify the acoustic signals within the resonant cavity. The sensor can provide
information concerning physiological conditions, such as respiration and
cardiac activity.—DRR

6,575,917

43.80.Qf PROTECTIVE-SLEEVE CARTRIDGE AND
STETHOSCOPE INCORPORATING SAME

Jennifer S. Giroux et al., assignors to St. Joseph Solutions LLC
10 June 2003„Class 600Õ528…; filed 12 March 2002

What we have here is a protective sleeve cartridge that is directly
mountable onto a stethoscope. Thus, a clinician does not have to move to a
box of covers, remove a single cover from the dispenser, pull the cover up,
and cover the head of the stethoscope—all of which would need to be done
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before the next patient. Instead, because the protective sleeve cartridge is
located on the stethoscope itself, it remains at hand at all times, thereby
making it quick and easy to have an unused sleeve portion covering the
stethoscope head each time the clinician examines a different patient.—DRR

6,575,922

43.80.Qf ULTRASOUND SIGNAL AND
TEMPERATURE MONITORING DURING SONO-
THROMBOLYSIS THERAPY

Jim Fearnside and Al Kyle, assignors to Walnut Technologies
10 June 2003„Class 601Õ2…; filed 17 October 2000

This system for sono-thrombosis provides real-time, continuous inten-
sity and temperature monitoring. An ultrasound delivery column is estab-
lished for the patient being treated for a thrombotic or emolic occlusion. The
column includes an ultrasound transducer, a coupling medium, and a hydro-
phone. The transducer is operated in a conventional manner to deliver ul-
trasound to the occlusion. During the operation of the transducer, character-
istics of the ultrasound are monitored on a real-time basis with the
hydrophone. The method also includes monitoring the temperature near the
occlusion on a real-time basis. The intensity of the delivered ultrasound is
maintained within a fixed intensity range.—DRR

6,575,927

43.80.Qf SYSTEM AND METHOD FOR
DETERMINING BLOOD FLOW RATE IN A VESSEL

William F. Weitzel et al., assignors to The Regents of the
University of Michigan

10 June 2003„Class 604Õ8…; filed 12 May 1999

A system and method are provided for measuring the performance of a
vessel, such as a hemodialysis access~which communicates blood between
two locations within the patient!. A conduit, e.g., an external dialysis circuit
or an intravascular catheter, is supplied in fluid communication with the
vessel and features a means of diverting blood from the vessel at a certain

point into the conduit. An ultrasonic sensor in communication with the ves-
sel generates at least one signal that is a function of the blood flow rate in
the vessel downstream from the diversion point. The downstream flow de-
pends on the determined conduit flow rate and the performance of the vessel
can thus be established based on the signal. Moreover, one or more proces-
sors can be provided in communication with the sensor to determine a flow
rate in the vessel upstream from the diversion point.—DRR

6,577,967

43.80.Qf AUTOMATIC ADJUSTMENT OF VELOCITY
SCALE AND PULSE REPETITION FREQUENCY
FOR DOPPLER ULTRASOUND SPECTROGRAMS

Larry Y. L. Mo et al., assignors to General Electric Company
10 June 2003„Class 702Õ76…; filed 26 November 2001

This device, to be used in ultrasound diagnostic systems that measure
the velocity of fluid flow using special Doppler techniques, provides auto-
matic adjustment of velocity scale and pulse repetition frequency for such
systems. A Doppler unit generates Doppler signals from ultrasound back-

scatter and stores them in a memory. A logic unit executes a signal analysis
algorithm that automatically adjusts the polarity and position of the velocity
scale of a display and automatically adjusts the pulse repetition rate of the
transmitter.—DRR
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6,562,032

43.80.Sh ELECTROSURGICAL INSTRUMENT WITH
VIBRATION

Alan G. Ellman and Jon C. Garito, both of Hewlett, New York
13 May 2003„Class 606Õ41…; filed 26 March 2001

Both rf energy and ultrasound energy are combined in this handpiece
attachment to enable a surgeon to modulate all types of tissues with different
degrees of effectiveness. In one embodiment, a small unbalanced motor
causes the handpiece containing the surgical electrode~which also receives

rf energy! to vibrate as a whole, thereby imparting ultrasonic energy to the
electrode. The patent proposes that the device can be applied to skin resur-
facing but may also be used for tissue modulation, coagulation, hemostasis,
and other electrosurgical procedures.—DRR

6,565,520

43.80.Sh APPARATUS FOR ULTRASONIC
THERAPEUTIC TREATMENT

Michael John Radley Young, assignor to Orthosonics Limited
20 May 2003„Class 601Õ2…; filed 23 February 1999

This device for noninvasively treating skeleton/muscular injuries or for
diagnosing bone fractures involves applications of two components of ultra-
sonic energy, at different frequencies in the range between 10 kHz and 4
MHz, to an external surface of living tissue. The two transducers generating
these separate frequencies are placed apart but fairly close to each other, and
the axial distribution of the echoes provides the diagnosis.—DRR

6,565,521

43.80.Sh SYSTEM AND METHOD OF VESSEL
REMOVAL

Barry N. Silberg, Santa Rosa, California
20 May 2003„Class 601Õ2…; filed 30 November 2001

This is a system for harvesting a blood vessel for subsequent use in a
grafting procedure, such as saphenous vein graft harvesting for a coronary
bypass surgical operation. A quantity of a solution is infused into the tissue
surrounding the portion of the vessel to be removed. An external ultrasonic
transducer supplies an energy field to the tissue to loosen the intercellular
connections between the tissue and the vessel to be removed. Once the
energy field has been applied, the portion of the vessel to be removed is
separated from surrounding tissue and tributary vessels are ligated. The
portion of the vessel is then transected and removed from the body.—DRR

6,569,170

43.80.Sh METHOD OF CLEANING SKIN

David L. Kellogg, Irvine, California
27 May 2003„Class 606Õ131…; filed 20 September 2001

This is a skin-cleaning version of the popular ultrasonic toothbrush.
The ultrasonic skin cleaner is essentially a handle with a gripping surface, a
brush mounting point at one end of the handle, and an ultrasonic vibrator
positioned within the hollow interior of the handle and operably attached to

the brush mounting point. A battery also occupies a portion of the inside of
the hollow cylinder to provide power to the ultrasonic vibrator. The brush
may be used in conjunction with a liquid cleaning fluid to cleanse the
skin.—DRR

6,575,173

43.80.Sh ULTRASONIC DEVICE FOR THE
TREATMENT OF HAIR AND OTHER FIBERS

Ke Ming Quan et al., assignors to The Procter & Gamble
Company

10 June 2003„Class 132Õ119.1…; filed 31 August 2001

This device uses ultrasound for treating hair~or other fibers!. A comb
device, excited by a piezoelectric ultrasonic generator, has a number of
protuberances with a natural bending frequency extending outward from the
comb device. Another embodiment features a reflector for reflecting the
ultrasonic waves deployed at the distal end of the comb device.—DRR

6,575,956

43.80.Sh METHODS AND APPARATUS FOR
UNIFORM TRANSCUTANEOUS THERAPEUTIC
ULTRASOUND

Axel F. Brisken et al., assignors to Pharmasonics, Incorporated
10 June 2003„Class 604Õ500…; filed 5 November 1999

This device is intended to deliver a uniform field of ultrasonic energy
over a wide target range in the patient’s body. The advantage of a wide beam
delivering uniform energy over a large tissue volume is that cellular uptake
of injected substances such as therapeutic DNA can be substantially en-
hanced over the entire region without inflicting tissue damage or degrading
an injectate. In the preferred embodiment, the wide beam delivery system
consists of a housing having an opening at its distal end with an ultrasound
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~generally planar! transducer suspended within the housing. The ultrasound
transducer is positioned in contact with an acoustic compliant material, such
as water or water with additives, filling the housing. A flexible skin contact
window, fabricated from silicon rubber, polyethylene, or other plastic mate-
rial, is stretched across the opening at the distal end of the housing. The skin
contact window is pressed against the patient’s flesh during use.—DRR

6,576,220

43.80.Sh NON-INVASIVE METHODS FOR
SURGERY IN THE VASCULATURE

Evan C. Unger, assignor to ImaRx Therapeutics, Incorporated
10 June 2003„Class 424Õ9.32…; filed 10 May 2001

This device relates to the field of magnetic resonance imaging~MRI!
and, more specifically, to the use of stabilized gas-filled vesicles as contrast
medium for MRI-directed ultrasound surgery. Basically, the MRI is used in
conjunction with an administered contrast medium to identify the region of
the patient requiring surgery and ultrasound is applied to the region to carry
out the surgery. A secondary MRI scanning may follow the application of
the ultrasound or the ultrasound operation may occur simultaneously with
the MRI scanning. The gas-filled vesicles may contain a therapeutic agent to
be released to a localized region of a patient through application of the
ultrasound.—DRR

6,561,982

43.80.Vj METHOD AND APPARATUS FOR
ULTRASOUND IMAGING IN THE PRESENCE OF
CONTRAST AGENTS, PARTICULARLY IN
THE FIELD OF CARDIOLOGY

Barbara Greppi and Marino Cerofolini, assignors to Esaote,
S.p.A.

13 May 2003„Class 600Õ458…; filed in Italy 6 July 2000

Ultrasonic imaging is synchronized to occur during the systolic phase
of the heart cycle using an electrocardiographic signal. During synchronized
imaging, the intensity of the ultrasonic beams is determined using an inter-
mediate mechanical index value for controlled destruction of contrast agent
microbubbles to improve imaging in the presence of contrast agents.—RCW

6,569,404

43.80.Vj PHASE SHIFT COLLOIDS AS
ULTRASOUND CONTRAST AGENTS

Steven C. Quay, assignor to Amersham Health AÕS
27 May 2003„Class 424Õ9.52…; filed 6 June 1995

These contrast agents consist of a colloidal liquid-in-liquid dispersion
in which the dispersed liquid phase has a boiling point below the tempera-
ture of the animal to be imaged. Following administration, the dispersed
liquid changes phase to an echogenic gaseous foam. Emulsions with particle
sizes below 1000 nm can be made and the resulting microbubbles typically
have a diameter below 10 000 nm.—RCW

6,572,547

43.80.Vj TRANSESOPHAGEAL AND TRANSNASAL,
TRANSESOPHAGEAL ULTRASOUND IMAGING
SYSTEMS

David G. Miller et al., assignors to Koninklijke Philips Electronics
N.V.

3 June 2003„Class 600Õ437…; filed 31 July 2001

These imaging systems employ a two-dimensional tranducer array at
the distal end of an elongated probe. Beams are transmitted over a selected
spatial pattern defined by azimuthal and elevation orientations. Echoes are
received from a tissue volume defined by the orientations and by a selected
range of depth. Orthographic projection views over the tissue volume are
displayed.—RCW

6,572,548

43.80.Vj METHOD AND APPARATUS FOR
ULTRASOUND IMAGING, PARTICULARLY FOR
THREE-DIMENSIONAL IMAGING

Marino Cerofolini, assignor to Esaote, S.p.A.
3 June 2003„Class 600Õ443…; filed in Italy 22 June 2000

User-defined parameters in an imaging volume are employed to scan
only in a region that coincides with the scan plane or image projection plane
specified by the parameters.—RCW

6,572,549

43.80.Vj HIGH FRAME RATE EXTENDED FIELD OF
VIEW ULTRASOUND IMAGING SYSTEM AND
METHOD

Jing-Ming Jong and Paul Detmer, assignors to Koninklijke Philips
Electronics NV

3 June 2003„Class 600Õ443…; filed 18 December 2001

Speckle in images is processed using cross-correlation to track the
movement of an ultrasound probe. By tracking the movement of the probe,
images are registered with each other and combined with other images to
create a three-dimensional extended field of view. Images used for cross-
correlation are acquired more quickly than images of other regions to allow
relatively fast scanning of the probe.—RCW

6,572,551

43.80.Vj IMAGING CATHETERS FOR VOLUMETRIC
INTRALUMINAL ULTRASOUND IMAGING

Stephen W. Smithet al., assignors to Duke University
3 June 2003„Class 600Õ459…; filed 11 April 2000

These catheters have an elongated body with an ultrasonic phased
array transducer at the distal end. A volume forward of the distal end is
scanned. A tool can be positioned at an interstitial site where one or more
transducer elements are not present.—RCW
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6,572,553

43.80.Vj MEDICAL IMAGING DEVICE

Robert J. Crowley, assignor to SciMed Life Systems, Incorporated
3 June 2003„Class 600Õ463…; filed 4 January 2002

This device includes a disposable liquid-confining sheath that supports
an elongated flexible drive shaft rotating an imaging probe such as an ultra-
sound transducer. A trocar permits the imaging probe to be inserted where

no natural passageway exists. The trocar is adapted to maintain registration
with the imaging probe while the probe rotates. An inflatable balloon can be
included at the distal end.—RCW

6,575,909

43.80.Vj ULTRASOUND PROBE HAVING
TRANSDUCER ELEMENTS WITH DIFFERENT
FREQUENCY CENTERS

Nicolaas De Jonget al., assignors to Oldelft B.V.
10 June 2003„Class 600Õ458…; filed in The Netherlands 25 January

2000

This probe, intended for ultrasound imaging using contrast agents,
contains two interleaved arrays of transducer elements. One interleaved ar-
ray has elements which are longer and have a lower center frequency than

the elements in the other array. The two arrays are supported in a frame that
facilitates transmitting with a higher intensity using the longer array ele-
ments. The shorter elements are used for both transmitting and receiving.—
RCW

6,575,910

43.80.Vj ULTRASONIC IMAGE PERSISTENCE
USING CONTRAST AGENTS

Michalakis Averkiou et al., assignors to Koninklijke Philips
Electronics N.V.

10 June 2003„Class 600Õ458…; filed 8 November 2001

Coherent imaging of ultrasonic contrast agents is performed and har-
monic signals from contrast agents are detected. A dual display permits
viewing a real-time image that shows the location of a contrast agent simul-
taneously with a triggered contrast image. Contrast agent detection and

imaging include methods to measure perfusion rate characteristics, perform
multizone and multifrequency contrast imaging, display perfusion of tissue,
and suppress contrast image artifacts.—RCW
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U.S. Navy sources and receivers for studying acoustic
propagation and climate change in the ocean (L)

John L. Spiesbergera)

Department of Earth and Environmental Science, 240 South 33rd Street, University of Pennsylvania,
Philadelphia, Pennsylvania 19104-6316
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Sounds from a U.S. Navy SSQ-110A source are received at high signal-to-noise ratios at
ocean-basin scales at two Sound Surveillance Systems in the Pacific. The sounds have sufficient
pulse resolution to study climatic variations of temperature. The acoustic data can be understood
using ray and parabolic approximations to the wave equation. Modeled internal waves decrease
pulse resolution from 0.01 to 0.1 s, consistent with observations. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1619983#

PACS numbers: 43.30.Qd, 43.30.Re, 43.30.Pc@RAS#
Pages: 2557–2560

I. INTRODUCTION

Sounds from explosive sources in the ocean have been
identified over long distances using rays since the 1940s.1

Such sources have been used to study acoustic propagation
and to aid in locating underwater volcanoes2 and missiles
that fall into the sea.3 Electronically controlled sources and
the U.S. Navy’s Sound Surveillance System~SOSUS! have
been used to study climatic changes of temperature in the
ocean.4–6 However, scientists may not be able to afford to
deploy enough sources to resolve many important climatic
variations by means of tomography with the available num-
ber of SOSUS stations.7 This paper demonstrates that explo-
sive sources from routine U.S. Navy operations generate suf-
ficiently loud sounds at basin scales so that temporally
resolved echoes can be identified using established models
for sound speed fields and acoustic propagation. These kinds
of data could be used to see if climatic temperature variations
could be detected by means of tomography.

II. DATA

A source ~SSQ-110A! was detonated at 23.589 °N
208.717 °E on 13 November 1997~Fig. 1!. Signals were re-
ceived on two of the nine SOSUS stations shown in Fig. 1 of
Ref. 4 at distances between 1000 and 3000 km. The location
and time of the detonation were known within a few kilome-
ters and a few seconds, respectively. Many pulses arrived at
the receivers with high signal-to-noise ratios in a band from
about 50 to 200 Hz~Fig. 2!.

III. MODELS

Vertical profiles of sound speed are computed along geo-
desics using Del Grosso’s algorithm8 and Levitus’ climato-
logical averages9 of temperature and salinity for Fall. The
depth of minimum speed varies from 760 m at the source to
500 and 600 m, respectively, at receivers one and two. Sound
speeds are transformed to Cartesian coordinates via the Earth
flattening transformation.

Some of the models incorporate sound speed fluctua-
tions obeying a Garrett–Munk spectrum of internal waves.10

These fluctuations are added to the climatological field de-
scribed above. Internal wave modes are computed at range
intervals of 80 km to account for changes in water depth,
buoyancy frequency, and sound speed. The vertical displace-
ments of these modes are set to zero at the surface and bot-
tom. For each 80-km interval, a three-dimensional field of
internal waves is computed in a box of 80 km by 80 km by
D m whereD is the average depth of the ocean in that inter-
val. A vertical slice through the box gives the vertical dis-
placements along the geodesic. Internal wave energy is given
the standard value10 which worked before11 though contro-
versy exists.12–14 Remaining details for constructing internal
waves follow Ref. 11 exactly.

The c0 insensitive parabolic approximation15 is used to
compute a two-dimensional field of sound along a geodesic
from 0- to 8000-m depth. Travel times of pulses are com-
puted with an accuracy of a few milliseconds.15 The field is
modeled at each of 1024 acoustic frequencies from 50 to 150
Hz. The impulse response is synthesized with an inverse
Fourier transform resulting in a time series with a period of
10.24 s. Near regions where the sound interacts with the
bottom, the computational grid has an interval of 25 m in
range and 3.9 m in depth. In other regions, the intervals are
100 m in range in 7.8 m in depth. These values are sufficient
to obtain convergence within a few decibels.

Fans of rays are traced using a program, zray, that is a
modification of ray.16 Eigenrays are found using another pro-
gram. These programs have been used to identify acoustic
paths before.17 Rays reflect specularly from the bottom. Both
geometric and nongeometric arrivals are found. Nongeomet-
ric arrivals are those that provide energy at the receiver on
the shadow sides of caustics. The contribution from a caustic
at any angle is included if it is within 1000 m of the receiv-
er’s depth at the receiver’s range. For lack of a more reliable
value, rays that reflect from the bottom suffer an attenuation
of 3 dB per bounce.

IV. IDENTIFYING ACOUSTIC PATHS

As shown below, the most reliable models use the para-
bolic approximation and Levitus’ climatology9 with a spec-a!Electronic mail: johnsr@sas.upenn.edu
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FIG. 1. The explosive source used in
this experiment is an SSQ-110A. It is
used in normal U.S. Navy operations.
Signals are received at two of the nine
Sound Surveillance Systems~SOSUS!
shown in Fig. 1 of Ref. 4.

FIG. 2. Comparison of data with models at both receivers. A constant arrival time is added to the model to align with the data and a value of about one is
added to the amplitudes of the data so they do not overlap the model. Models are computed using thec0 insensitive parabolic approximation15 and a
Garrett–Munk10 spectrum of internal waves superimposed on Levitus’ climatological average conditions for Fall.9 Top: Arrivals except for H are predicted by
the model. Bottom: Arrivals except for perhaps E are predicted by the model. Note the time scale differs from the top panel.
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trum of internal waves10 ~Fig. 2!. At receiver one, arrivals
A–G appear in the data and model. The last arrival atH is
not in the model. At receiver two, arrivalsA–D appear in the
data and model. The last arrival atE is probably not in the
model. Except for the last arrivals, the relative travel times in
the models resemble the data. None of the rays reflect from
the bottom or surface.

The received pulses have widths from 0.1 to 0.2 s, simi-
lar to those modeled. Since the bandwidth of the model is

100 Hz, the emitted width is 1/(100 Hz)50.01 s. This is ten
times too small. Internal waves are responsible for the broad-
ening to 0.1 s at both receivers~Figs. 3 and 4!.

The correspondence between the arrival times of the
data and ray models is good~Figs. 3 and 4!. However, the
relative amplitudes from rays are much less reliable than
those from the parabolic approximation.

Arrival A at receiver one appears in the parabolic ap-

FIG. 3. Three models for the acoustic
data at receiver 1. The top two models
use the c0 insensitive parabolic
approximation15 with and without a
spectrum of internal waves.10 The ray
model uses the same sound speed field
as the parabolic approximation with-
out internal waves on the computa-
tional grid used by the parabolic ap-
proximation. Arrivals A–G are the
same as Fig. 2~top!. Travel times of
all three models are shifted by identi-
cal amounts so that travel times be-
tween models can be compared. Am-
plitudes from the parabolic
approximation are normalized to unity.
Amplitudes from the ray model are
unnormalized.

FIG. 4. Three models for the acoustic
data at receiver 2. The top two models
use the c0 insensitive parabolic
approximation15 with and without a
spectrum of internal waves,10 respec-
tively. The ray model uses the same
sound speed field as the parabolic ap-
proximation without internal waves on
the computational grid used by the
parabolic approximation. Arrivals
A–E are the same as the bottom panel
of Fig. 2. Travel times of all three
models are shifted by identical
amounts so that travel times between
models can be compared. Amplitudes
from the parabolic approximation are
normalized to unity. Amplitudes from
the ray model are unnormalized.
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proximation with internal waves~Fig. 3!. These waves scat-
ter the sound down to the depth of the receiver. Without
scattering, the caustic from arrivalA is too far above the
receiver to detect an arrival in the parabolic approximation.
The ray model yields arrivalA without scattering because
amplitudes from the ray model are not as reliable.

At receiver one, the rays have upper turning depths of
about 100 to 400 m near the source. Some rays have upper
turning depths near the surface at the receiver. At receiver
two, upper turning depths are about 50 to 400 m near the
source and receiver. As has been noted in other experiments,
the rays composing each arrival have slightly different turn-
ing depths and quite different turning ranges.14,17,18

V. CONCLUSION

Sounds from U.S. Navy operations can be identified
with ray and parabolic approximations of the wave equation
over basin-scales at Sound Surveillance stations. The fidelity
is adequate for detecting climatic changes of about 1 s from
El Niño and the Southern Oscillation.7 The next step in-
volves a tomographic inversion to estimate the accuracy with
which temperature variations are estimated at climatic scales
given the navigational@O(1) km# and timing uncertainties
@O(1) s# associated with the source. Models19–21 indicate
that climatic signals can be detected in the presence of these
errors. An experimental demonstration is needed.

Although success has been had using rays to identify
paths over basin-scales in the ocean,4,22–24it appears that the
relative amplitudes of the arrivals are estimated with better
accuracy from a parabolic approximation11 and a field of
internal waves.10 This field spreads the pulse resolution from
ideal values of about 0.01 s to 0.1 to 0.2 s as observed.

Neither the ray nor parabolic approximations of the
wave equation yield the last arrival at either receiver~Figs.
2–4!, even with a realistic spectrum of internal waves. A
similar problem was solved in another experiment by includ-
ing a realistic mesoscale.11 There, the mesoscale created a
bias of about10.6 s for sounds traveling near the depths of
minimum speed in the waveguide.
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An ultrasonic reflectivity method of evaluating the acoustic parameters of porous materials saturated
by air ~or any other gas! is discussed. The method is based on experimental detection of waves
reflected at normal incidence by the first and second interface of the material. This method is based
on a temporal model of direct and inverse scattering problems for the propagation of transient
ultrasonic waves in a homogeneous isotropic slab of porous material with a rigid frame@Fellah
et al., J. Acoust. Soc. Am.113, 61–73~2003!#. Generally, the conventional ultrasonic approach can
be used to determine tortuosity, and viscous and thermal characteristic lengths via transmitted
waves. Porosity cannot be estimated in transmitted mode because of its very weak sensitivity. First
interface use of the reflected wave at oblique incidence leads to the determination of porosity and
tortuosity @Fellah et al., J. Acoust. Soc. Am.113, 2424–2433~2003!# but this is not possible at
normal incidence. Using experimental data of reflected waves by the first and second interface at
normal incidence simultaneously leads to the determination of porosity, tortuosity, viscous and
thermal characteristic lengths. As with the classic ultrasonic approach for characterizing porous
material saturated with one gas, both characteristic lengths are estimated individually by assuming
a given ratio between them. Tests are performed using weakly resistive industrial plastic foams.
Experimental and numerical results, and prospects are discussed. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1621393#

PACS numbers: 43.20.Bi, 43.20.Hq@ANN# Pages: 2561–2569

I. INTRODUCTION

The propagation of sound in fluid-saturated porous me-
dia with rigid solid frames is of great interest for a wide
range of industrial applications. With air as the pore fluid,1–3

applications can be found in noise control, nondestructive
material characterization, thermoacoustically controlled heat
transfer, etc.

Many applications, such as medical imaging or inverse
scattering, require a study of the behavior of pulses traveling
into porous media. When a broadband ultrasound pulse
passes through a layer of a medium, the pulse wave form
changes as a result of attenuation and dispersion of the me-
dium. The classic method for predicting a change in the
wave form of a signal passing through a medium relies on
the system’s impulse response. According to the theory of
linear systems, the output signal is a convolution of the input
signal and the system impulse response. Many media, in-

cluding porous materials and soft tissues, have been ob-
served to have an attenuation function that increases with
frequency. As a result, higher frequency components of the
pulse are attenuated more than lower frequency components.
After passing through the layer, the transmitted pulse is not
just a scaled down version of the incident pulse, but has a
different shape. Dispersion refers to the phenomenon ob-
served when the phase velocity of a propagating wave
changes with frequency. Dispersion causes the propagating
pulse wave form to change because wave components with
different frequencies travel at different speeds. An under-
standing of the interaction of ultrasound with a porous me-
dium in both time and frequency domains, and the ability to
determine the change of wave form when propagating ultra-
sound pulses, should be useful in designing array transducers
and in quantitative ultrasound tissue characterization.

To cope efficiently with the specific problems appearing
in transient acoustic field propagation, new approaches are
required.4,5 At present, most analyses of signal propagation
are carried out in the frequency domain using the Fouriera!Electronic mail: fellah@lyon.inserm.fr
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transform, and the results are translated to the time domain,
and vice-versa. However this has several limitations. The
first is that the transformation is difficult to compute accu-
rately enough numerically for nonanalytical functions. For
example, using the Fourier transform to obtain time domain
results for a lossy material is a more complicated approach
than using true time domain analysis, and the numerical re-
sults are less accurate. The second disadvantage is that by
working in the frequency domain, some numerical informa-
tion is lost or hard to recover. For example, in the case of
noisy data it may be difficult to reconstruct the chronological
events of a signal by phase unwrapping. Consequently, it is
difficult to obtain a deep understanding of transient signal
propagation using the frequency domain method.

A time domain approach differs from a frequency analy-
sis in that the susceptibility functions describing viscous and
thermal effects are convolution operators acting on velocity
and pressure, and therefore a different algebraic formalism
must be applied to solve the wave equation. The time domain
response of the material is described by an instantaneous
response and a ‘‘susceptibility’’ kernel responsible for
memory effects. The attraction of a time domain based ap-
proach is that analysis is naturally bounded by the finite du-
ration of ultrasonic pressures and is consequently the most
appropriate approach for the transient signal.

In this work, we present a reflectivity method for mea-
suring the physical parameters describing the propagation of
ultrasonic pulses in air-saturated porous materials. This
method is based on a temporal model of direct and inverse
scattering problems for the propagation of transient ultra-
sonic waves in a homogeneous isotropic slab of porous ma-
terial with a rigid frame, initially introduced by the authors.6

The principle of this method is to measure the wave reflected
by the first and second interface of a slab of porous material,
and to solve the inverse problem in order to estimate the
physical parameters~porosity, tortuosity, viscous and thermal
characteristic lengths!. The advantage of this method over
classic ultrasonic methods is that all these parameters can be
determined simultaneously using experimental reflected data
~the ratio between the viscous and thermal characteristic
lengths is fixed as in classical acoustical methods7,8!.

The outline of this paper is as follows. Section II recalls
a time domain model and the basic equations of wave propa-
gation in porous material. Section III is devoted to the direct
problem and the expression of reflection and transmission
kernels in the time domain at normal incidence. In Sec. IV,
the sensitivity of porosity and tortuosity, as well as viscous
and thermal characteristic lengths are discussed, showing the
effect of each parameter on the waves reflected by the first
and second interface. Section V contains the inverse problem
and the appropriate procedure, based on the least square
method, which is used to estimate the acoustic parameters.
Finally in Sec. VI, experimental validation using ultrasonic
measurement is discussed for air-saturated industrial plastic
foams.

II. MODEL

In porous material acoustics, a distinction can be made
between two situations depending on whether the frame is

moving or not. In the first case, the wave dynamics due to
coupling between the solid frame and the fluid are clearly
described by the Biot theory.9,10 In air-saturated porous me-
dia, the structure is generally motionless and the waves
propagate only in the fluid. This case is described by the
equivalent fluid model which is a particular case in the Biot
model, in which fluid-structure interactions are taken into
account in two frequency response factors: dynamic tortuos-
ity of the mediuma~v! given by Johnsonet al.11 and dy-
namic compressibility of the air in the porous materialb~v!
given by Allard.1 In the frequency domain, these factors mul-
tiply the fluid density and compressibility, respectively, and
show the deviation from fluid behavior in free space as fre-
quency increases. In the time domain, they act as operators
and in the asymptotic domain~high frequency approxima-
tion! their expressions are given4,6 by

ã~ t !5a`S d~ t !1
2

L S h

pr f
D 1/2

t21/2D , ~1!

b̃~ t !5S d~ t !1
2~g21!

L8 S h

pPrr f
D 1/2

t21/2D . ~2!

In these equations,d(t) is the Dirac function, Pr50.71 is the
Prandtl number, h51.84.1025 kg m s21 and r f51.23
kg m23 are, respectively, fluid viscosity and fluid density,
and g51.4 is the adiabatic constant. The relevant physical
parameters of the model are the medium tortuositya` , and
viscous and thermal characteristic lengthsL andL8. In this
model the time convolution oft21/2 with a function is inter-
preted as a semi-derivative operator according to the defini-
tion of the fractional derivative of ordern given in Samko
et al.12

Dn@x~ t !#5
1

G~2n!
E

0

t

~ t2u!2n21x~u!du, ~3!

whereG(x) is the gamma function.
In this framework, the basic equations4,6 for our model

can be written as

r f ã~ t !*
]v i

]t
52“ i p,

b̃~ t !

Ka
*

]p

]t
52“"v, ~4!

where* denotes the time convolution operation,p is acoustic
pressure,v is particle velocity, andKa5141 820 Pa is the
bulk modulus of air. The first equation is the Euler equation,
the second one is the constitutive equation.

For a wave propagating along thex axis, these equations
become

r fa`

]v~x,t !

]t
12

r fa`

L S h

pr f
D 1/2E

0

t ]v~x,t8!/]t8

At2t8
dt8

52
]p~x,t !

]x
, ~5!

1

Ka

]p~x,t !

]t
12

g21

KaL8 S h

pPrr f
D 1/2E

0

t ]p~x,t8!/]t8

At2t8
dt8

52
]v~x,t !

]x
. ~6!
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In these equations, the convolutions express the disper-
sive nature of the porous material. They take into account the
memory effects due to the fact that the medium’s response to
wave excitation is not instantaneous but needs more time to
take effect.

The generalized lossy wave equation in the time domain
is derived from the basic equations~5! and~6! by elementary
calculation as follows:

]2p~x,t !

]x2
2A

]2p~x,t !

]t2
2BE

0

t ]2p~x,t !/]t82

At2t8
dt82C

]p~x,t !

]t

50, ~7!

where coefficientsA, B, andC are constants given by

A5
r fa`

Ka
, B5

2a`

Ka
Ar fh

p S 1

L
1

g21

APrL8
D ,

~8!

C5
4a`~g21!h

KaLL8APr
,

respectively. The first one concerns the velocityc
51/Ar fa` /Ka of the wave in the air in the porous material.
a` gives the refractive index of the medium which changes
the wave velocity fromc05AKa /r f in free space toc
5c0 /Aa` in the porous medium. The other coefficients es-
sentially depend on the characteristic lengthsL andL8 and
express fluid-structure viscous and thermal interactions. The
constantB governs signal spreading whileC is responsible
for wave attenuation.

III. DIRECT PROBLEM

The direct scattering problem involves determining the
scattered field as well as the internal field, arising when a
known incident field impinges on a porous material with
known physical properties. Green’s function13 for the modi-
fied wave equation in the porous medium must be known in
order to compute a solution for the direct problem. In that
case, the internal field is given by the time convolution for
Green’s function with the incident wave, and the reflected
and transmitted fields are deduced from the internal field and
boundary conditions.

In this section some notation is introduced. The problem
geometry is given in Fig. 1. A homogeneous porous material
occupies region 0<x<L. This medium is assumed to be
isotropic and to have a rigid frame. A short sound pulse
impinges normally on the medium from the left. It generates
an acoustic pressure fieldp(x,t) and an acoustic velocity
field v(x,t) within the material, which satisfy Eqs.~5! and
~6!.

To derive the reflection and transmission scattering op-
erators, it is assumed that the pressure field and flow velocity
are continuous at the material boundary,

p~01,t !5p~02,t !, p~L2,t !5p~L1,t !,
~9!

v~02,t !5fv~01,t !, v~L1,t !5fv~L2,t !,

wheref is the porosity of the medium and the positive and
negative superscript denotes the limit from left and right,
respectively. Assumed initial conditions are

p~x,t !u t5050,
]p

]t U
t50

50, ~10!

which means that the medium is idle fort50.
If the incident sound wave is generated in regionx<0,

then the expression of the acoustic field in the region to the
left of the material is the sum of the incident and reflected
fields,

p1~x,t !5pi S t2
x

c0
D1pr S t1

x

c0
D , x,0. ~11!

Here,p1(x,t) is the field in the regionx,0, pi andpr denote
the incident and reflected fields, respectively. In addition, a
transmitted field is produced in the region to the right of the
material. This has the form

p3~x,t !5ptS t2
L

c
2

~x2L !

c0
D , x.L. ~12!

@p3(x,t) is the field in regionx.L andpt is the transmitted
field.#

The incident and scattered fields are related by scattering
operators~i.e., reflection and transmission operators! for the
material. These are integral operators represented by

pr~x,t !5E
0

t

R̃~t!pi S t2t1
x

c0
Ddt

5R̃~ t !* pi~ t !* dS t1
x

c0
D , ~13!

pt~x,t !5E
0

t

T̃~t!pi S t2t2
L

c
2

~x2L !

c0
Ddt

5T̃~ t !* pi~ t !* dS t2
L

c
2

~x2L !

c0
D . ~14!

In Eqs.~13! and~14! functionsR̃ andT̃ are the reflection and
transmission kernels, respectively, for incidence from the
left. Note that the lower limit of integration in Eqs.~13! and
~14! is given as 0, which is equivalent to assuming that the
incident wave front first impinges on the material att50.
The operatorsR̃ and T̃ are independent of the incident field
used in the scattering experiment and depend only on the
properties of the materials.

FIG. 1. Problem geometry.
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Using boundary and initial conditions~9! and ~10!, re-
flection and transmission scattering operators can be
derived,6 taking into account then-multiple reflections in the
material:

R̃~ t !5S 12E

11ED (
n>0

S 12E

11ED 2nFFS t,2n
L

c D
2FS t,~2n12!

L

c D G , ~15!

T̃~ t !5
4E

~11E!2 (
n>0

S 12E

11ED 2n

FS t1
L

c0
,~2n11!

L

c D .

~16!

In these equations,E5f/Aa` and F are the medium’s
Green function13 given by

F~ t,k!5H 0 if 0<t<k

J~ t !1DE
0

t2k

h~ t,j!dj if t>k
~17!

with

J~ t !5
b8

4Ap

k

~ t2k!3/2
expS 2

b82k2

16~ t2k! D , ~18!

whereh(t,j) has the following form:

h~t,j!52
1

4p3/2

k

A~t2j!22k2

1

j3/2

3E
21

1

expS 2
x~m,t,j!

2 D ~x~m,t,j!21!
mdm

A12m2

~19!

and wherex(m,t,j)5(DmA(t2j)22k21b8(t2j))2/8j,
b85Bc0

2Ap, c85C•c0
2 andD25b8224c8.

In most cases of air-saturated porous materials, multiple
reflection effects may be negligible because of the high at-
tenuation of sound waves in these media. This depends on
the thicknessL and physical properties of the porous mate-
rial. For porous material with high flow resistivity, only the
wave reflected by the first interface is seen experimentally
and all other reflection contributions are neglected. So, by
taking into account only the first reflections at interfacesx
50 andx5L, the expression of the reflection operator will
be given by

R̃~ t !5r ~ t !1R~ t !, ~20!

with

r ~ t !5S 12E

11ED d~ t !, R~ t !52
4E~12E!

~11E!3
FS t,

2L

c D .

~21!

r (t) is the instantaneous response of the porous material cor-
responding to the reflection contribution at the first interface
(x50). R(t) is equivalent to reflection at the second inter-
facex5L. The part of the wave corresponding tor (t) is not
subjected to dispersion but simply multiplied by the factor

(12E)/(11E). The experimental detection of the reflection
contribution by the second interface depends strongly on the
sample’s thickness and acoustic properties~porosity, tortuos-
ity, viscous and thermal characteristic lengths!. It may be
interesting to be able to measure the second reflection con-
tribution, because it could offer an alternative method for
determining acoustic parameters which are now measured
acoustically only in transmission mode.6 In fact the wave
reflected by the second interface depends on the medium’s
Green functionF which is expressed in terms of the ultra-
sonic parameters. This wave is diffusive compared to the
wave reflected by the first interface.

IV. ACOUSTIC PARAMETER SENSITIVITY

In this section, numerical simulations of waves reflected
by a slab of porous material are run by varying the indepen-
dent geometrical parameters of a porous medium described
acoustically using the theory developed in Sec. III. 50%
variation is applied to the governing parameters. A first nu-
merical simulation is produced. The incident signal used in
the simulation is given in Fig. 2~a!. Its spectrum is given in
Fig. 2~b!. The numerical values chosen for the physical pa-
rameters correspond to quite common acoustic materials, as
follows: thicknessL51 cm, tortuositya`51.05, viscous
characteristic lengthL5300 mm, thermal characteristic
lengthL85900 mm, and porosityf50.97. The result of the
simulation is a signal as shown in Fig. 3~a!. Amplitude is
given by an arbitrary unit and the point number given in the

FIG. 2. ~a! Incident signal.~b! Spectrum of the incident signal.
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abscissa is proportional to time. In Fig. 3, the two signals
correspond to the waves reflected by the first and second
interface, respectively. The speed of the first wave is the
speed of free air 340 m s21 and the speed of the second
wave, which propagates inside the porous material, is
331 m s21 (c5c0 /Aa`).

Figure 3~b! shows the results obtained after reducing
porosity by 50% of its initial value. The first signal~solid
line! corresponds to the simulated reflected signal for
f50.97 and the second one~dashed line! to f50.48. The
values of the other parameters have been kept constant (L
51 cm, a`51.05,L5300mm, andL85900mm!. The sen-
sitivity of porosity in reflected mode can be seen for a 50%
change. There is an important change of amplitude in the two
waves~first and second interface!. By reducing porosity, the
amplitudes of the wave reflected by the first and second in-
terface increase by 775% and 800% of their initial values,
respectively. This result can be predicted by the fact that
when porosity decreases, the porous material becomes very
resistive and the incident wave is then more reflected by the
porous material.

When the thickness decreases by 50% of its initial value,
the reflected signal also changes. The values of the ultrasonic
parameters have been kept constant (a`51.05, f50.97,
L5300 mm, L85900 mm!. Figure 4 shows a comparison of
two reflected signals with two different thicknesses. The first
one ~solid line! corresponds to a thickness of 1 cm and the
second one~dashed line! to 0.5 cm. By reducing the thick-

ness of the material, the distance propagated by the second
reflected wave in the porous material falls and is less attenu-
ated. It leads to an increase of amplitude of 40% of its initial
value in the second reflected wave.

Now let us look at the effect of tortuosity. Figure 5
shows a comparison of two simulated reflected signals, the
first ~solid line! corresponding toa`51.05 and the second
~dashed line! to a`51.57. In this simulation, the values of
the thickness, porosity, viscous and thermal characteristic
lengths have been kept constant (L51 cm, L5300 mm,
L85900mm, andf50.97!. From the two signals of Fig. 5, it
can be seen that tortuosity plays an important part in re-
flected waves. By increasing the value of tortuosity, the
speed of the wave reflected by the second interface has fallen
from 331 to 270 m s21. However, the amplitude of the two
waves increases, the wave reflected by the first interface in-
creases by 420% of its initial amplitude and the wave re-
flected by the second interface increases by 250% of its ini-
tial amplitude. On increasing tortuosity, the inertial couplings
between fluid and structure also increase, the porous material
becomes more resistive, and then the reflected operators@Eq.
~21!# of the first and second interface increase. At the same
time, the wave reflected by the second interface is much
delayed and its amplitude is less amplified compared with
the wave reflected by the first interface. This can be ex-

FIG. 3. ~a! Simulated reflected signal.~b! Comparison between simulated
reflected signals corresponding tof50.97 ~solid line! andf50.48 ~dashed
line!.

FIG. 4. Comparison between simulated reflected signals corresponding to
L51 cm ~solid line! andL50.5 cm~dashed line!.

FIG. 5. Comparison between simulated reflected signals corresponding to
a`51.05 ~solid line! anda`51.57 ~dashed line!.

2565J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Fellah et al.: Characterization of porous materials



plained by additional inertial losses in the second reflected
wave due to the propagation phenomenon.

Figure 6 shows the sensitivity of viscous characteristic
lengthL on the reflected wave by the second interface~the
reflected wave by the first interface is not affected byL!. The
signal plotted as a solid line corresponds toL5300 mm and
the dashed line transmitted signal toL5150mm. The values
of the other parameters have been kept constant (L51 cm,
a`51.05,L85900mm, andf50.97!. It can be seen that the
amplitude of the reflected wave by the second interface has
fallen by 85% of its initial value. A very small change occurs
at the speed of the wave reflected by the second interface due
to the dispersion phenomenon governed byL. This length
appears in the second term in the asymptotic expression of
dynamic tortuosity at high frequencies@Eq. ~1!#, and as
shown by this numerical simulation,L plays a less important
role in reflected waves than tortuosity, which appears in the
first order of expression of the tortuosity operatorã(t) @Eq.
~1!#. In transmission mode, viscous characteristic length
plays an important role in dispersion, especially for resistive
porous materials.

Figure 7 shows a comparison of two simulated reflected
signals corresponding to two different thermal characteristic
lengthsL8 ~only the reflected wave by the second interface is

presented in Fig. 7, the reflected wave by the first interface is
not affected byL8!. The first one~solid line! corresponds to
L85900 mm and the second one~dashed line! to L85450
mm. A small change is only observed in the wave reflected
by the second interface, in which its amplitude has fallen by
8% of its initial value.

From this study, we can gain an insight into the sensi-
tivity of each physical parameter used in this theory. The
parameters which are involved in propagation and dispersion
phenomena such as viscous and thermal characteristic
lengthsL andL8 are only involved in the wave reflected by
the second interface wave form. This wave propagates inside
the porous material and is thus subjected to viscous and ther-
mal interactions between fluid and structure, responsible for
damping the acoustic wave in porous material. However, the
wave reflected by the first interface is immediately reflected
by the material and does not propagate inside the porous
medium. This wave is not sensitive to parameters describing
dispersion phenomena such asL andL8.

We also note from these simulations that some param-
eters such as porosityf, tortuositya` , and thickness play
an important role simultaneously in both waves reflected by
the first and second interface wave forms compared to other
parameters which act on the wave form of just one of the two
waves.

V. INVERSE PROBLEM

The propagation of acoustic waves in a slab of porous
material in the asymptotic domain is characterized by four
parameters, namely, porosityf, tortuositya` , viscous char-
acteristic lengthL, and thermal characteristic lengthL8, the
values of which are crucial for the behavior of sound waves
in such materials. So, it is of some importance to develop
new experimental methods and efficient tools for their esti-
mation. Therefore, a basic inverse problem associated with
the slab may be stated as follows: by measuring signals
transmitted and/or reflected outside the slab, find the values
of the medium’s parameters. The inverse problem has been
solved in transmission mode in Ref. 6 and an estimate of
a` , L, and L8 has been made, giving a good correlation
between experiment and theory. Porosity has not been esti-
mated in transmitted mode because of its very weak sensi-
tivity. The inverse problem for reflected waves has been
solved only for the wave reflected by the first interface at
oblique incidence, giving good results for tortuosity and po-
rosity in plastic foams.14 The determination of porosity and
tortuosity is not possible at normal incidence from the re-
flected wave at the first interface. Viscous and thermal char-
acteristic lengths have not been estimated, because they do
not depend on the wave reflected by the first interface. It may
be interesting to develop a method to measure all the param-
eters in one mode~reflection or transmission!, although it
seems to be impossible in transmitted mode.6 However for
weakly resistive porous materials, such as some plastic
foams and fibrous materials, it may be possible to detect the
wave reflected by the second interface experimentally, and
this gives the same physical information as the transmitted
wave, so we can then hope to use these experimental data
~waves reflected by the first and second interface! to estimate

FIG. 6. Comparison between simulated reflected signals at the second in-
terface corresponding toL5300 mm ~solid line! and L5150 mm ~dashed
line!.

FIG. 7. Comparison between simulated reflected signals at the second in-
terface corresponding toL85900 mm ~solid line! andL85450 mm ~dashed
line!.
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all the physical parameters describing propagation. A study
of the sensitivity of the physical parameters involved in the
reflected signal shows that it may be possible to obtain the
effect of each parameter in one or two reflected waves.

As shown in Sec. V, solution of the direct problem in-
volves a system of two operators expressed as functions of
f, a` , L, andL8. The inversion algorithm for finding the
values of the slab parameters in reflected mode is based on
an appropriate procedure: find the values of the parameters
f, a` , L, andL8 such that the reflected signal describes the
scattering problem in the best possible way~e.g., in the least-
squares sense!. Because of the weak sensitivity ofL8 in the
porous material’s reflected response, theL8/L ratio is set to 3
~L8/L is classically set from 2 to 3 for plastic foams7,8!.

The inverse problem is to find values for parametersf,
a` , andL which minimize the function

U~f,a` ,L!5E
0

t

~pexpt
r ~x,t !2pr~x,t !!2dt,

where pexpt
r (x,t) is the experimentally determined reflected

signal,pr(x,t) is the reflected wave predicted from Eq.~13!.
However, because the equations are nonlinear, the analytical
method of solving the inverse problem using the conven-
tional least-squares method is tedious. In our case, a numeri-
cal solution of the least-squares method can be found which
minimizesU(f,a` ,L) defined by

U~f,a` ,L!5 (
i 51

i 5N

~pexpt
r ~x,t i !2pr~x,t i !!2, ~22!

where pexpt
r (x,ti)i51,2,...,N is the discrete set of values of the

experimental reflected signal andpr(x,t i) i 51,2,...,N is the dis-
crete set of values of the simulated reflected signal. Section
VI discusses solution of the inverse problem based on ex-
perimental reflected data.

VI. ULTRASONIC MEASUREMENT

In application of this model, some numerical simulations
are compared with experimental results. Experiments are
performed in air using a broadband Ultran NCT202 trans-
ducer with a central frequency of 190 kHz in air and a band-
with of 6 dB extending from 150 to 230 kHz. This transducer
is used simultaneously as a transmitter and receiver to detect
the reflected wave. Pulses of 400 V are provided by a
5052PR Panametrics pulser/receiver. The signals received
are amplified to 90 dB and filtered above 1 MHz to avoid
high frequency noise~energy is totally filtered by the sample
in this upper frequency domain by the wave reflected by the
second interface!. Electronic interference is eliminated by
1000 acquisition averages. The experimental setup is shown
in Fig. 8. Signal duration is important in solving the inverse
problem; its spectrum must verify the condition of high fre-
quency approximation4,6 referred to in Sec. II.

Consider a sample of plastic foam, M1, of two different
thicknesses, the first~M1-a! with a thickness of 1.0060.01
cm and the second~M1-b! 0.6260.01 cm. Sample M1 was
characterized using classic methods6,14 given the following
physical parameters:f50.9460.005, a`51.0760.005,
L520065 mm, L85600615 mm.

Consider the sample M1-a: Figure 9 shows the experi-
mental incident signal generated by the transducer. After
solving the inverse problem numerically, we find the follow-
ing optimized valuesf50.94560.005, a`51.06560.005,
L521065 mm, andL85630615 mm. Using these values,
we present in Figs. 10~a!, ~b!, and ~c! the variations in the
minimization functionU given in Eq. ~22! with porosity,
tortuosity, and viscous characteristic length, respectively. In
Fig. 11, we show a comparison between an experimental
reflected signal and simulated reflected signals for the opti-
mized values of porosity, tortuosity, viscous and thermal
characteristic lengths. The difference between the two curves
is slight, which leads us to conclude that the optimized val-
ues of the physical parameters are correct.

Let us now solve the inverse problem for sample M1-b.
The experimental incident signal generated by the transducer
is shown in Fig. 12. The optimized values of these param-
eters aref50.93860.005, a`51.0760.005, L517065
mm, andL85510615 mm. Figure 13 shows a comparison of
an experimental reflected signal and a simulated signal ob-
tained by optimization from the inverse problem. Here,
again, the correlation of theoretical prediction and experi-
mental data is good.

Using another plastic foam M2~thickness 1 cm!, the
incident signal generated by the transducer is given in Fig.

FIG. 8. Experimental setup of the ultrasonic measurements in reflected
mode. PG: pulse generator, HF F-PA: high frequency filtering -pre-amplifier,
DO: digital oscilloscope, C: computer, T: transducer, S: sample.

FIG. 9. Experimental incident signal generated by the transducer for the
plastic foam sample M1-a.
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14. The results, after solving the inverse problem for varia-
tion of the minimization function with porosity, tortuosity
and viscous characteristic lengths, are:f50.9760.005,a`

51.07560.005,L538065 mm, andL851140615 mm. In
Fig. 15, we show a comparison of an experimental reflected
signal and a reflected simulated signal using optimized val-
ues of physical parameters. Classic methods6,14 give the fol-
lowing characteristics;f50.9760.05, a`51.0760.005,
L536065 mm, andL851080615 mm.

It can be seen that for the three samples, M1-a, M1-b,
and M2, the optimized values obtained using this method are

FIG. 11. Comparison between experimental reflected signal~solid line! and
simulated reflected signal~dashed line! for the plastic foam sample M1-a
(a`51.065,f50.945, andL5210 mm!.

FIG. 12. Experimental incident signal generated by the transducer for the
plastic foam sample M1-b.

FIG. 13. Comparison between experimental reflected signal~solid line! and
simulated reflected signal~dashed line! obtained by optimization from the
inverse problem, for the plastic foam sample M1-b (a`51.070,f50.938,
andL5170 mm!.

FIG. 10. ~a! Variation of the minimization functionU with porosity for
a`51.065 andL5210 mm ~sample M1-a!. ~b! Variation of the minimiza-
tion functionU with tortuosity forf50.945 andL5210mm ~sample M1-a!.
~c! Variation of the minimization functionU with viscous characteristic
length forf50.945 anda`51.065~sample M1-a!.
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close to those produced using classic methods.6,14

This method seems to be efficient for estimating the
physical parameters needed to describe sound propagation in
air-saturated porous media such as plastic foams. However,
when the reflected wave by the second interface cannot be
detected experimentally because of strong damping of the
acoustic wave inside the porous material, it will be not pos-
sible to estimate the transport parameters since the reflected
wave at the first interface gives just a relation betweena`

andf at normal incidence.

VII. CONCLUSION

A method for measuring transport parameters in porous
materials simultaneously, using measurements of waves re-
flected at the first and second interface, has been proposed.
This method is based on a temporal model of direct and
inverse scattering problems affecting the propagation of tran-
sient ultrasonic waves in a homogeneous isotropic slab of
porous material with a rigid frame.

Generally, porosity and tortuosity can be evaluated by
the wave reflected at the first interface at oblique incidence14

but this is not possible at normal incidence. Viscous and
thermal characteristic lengths can be estimated only by trans-
mitted waves. Porosity cannot be determined from transmit
ted waves because of its weak sensitivity in this mode. The
advantage of the proposed method is that all the parameters
can be determined at normal incidence~the ratio between
viscous and thermal lengths is fixed as in classical methods7,8

based on transmission measurement!.
The main principle of this method is the experimental

detection of reflected contributions from the first and the
second interface of the medium. The properties of these two
contributions are used to estimate the four acoustical param-
eters needed for ultrasonic propagation in porous material
with a rigid frame, by solving the inverse problem.

Studying the sensitivity of each reflected wave param-
eter demonstrates the importance of each contribution~first

and second interface! for the inversion. Numerical and ex-
perimental validation for weak resistive air-saturated indus-
trial plastic foams is given to validate this method.
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Modified Szabo’s wave equation models for lossy media obeying
frequency power law
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Szabo’s models of acoustic attenuation@Szabo, J. Acoust. Soc. Am.96~1!, 491–500~1994!# comply
well with the empirical frequency power law involving noninteger and odd-integer exponent
coefficients while guaranteeing causality, but nevertheless encounter the troublesome issues of
hypersingular improper integral and obscurity in implementing initial conditions. The purpose of
this paper is to ease or remove these drawbacks of the Szabo’s models via the Caputo fractional
derivative concept. The positive time-fractional derivative is also introduced to include the positivity
of the attenuation processes. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1621392#

PACS numbers: 43.20.Bi, 43.20.Hq, 43.35.Bf@MO# Pages: 2570–2574

I. INTRODUCTION

The effect of attenuation plays a prominent role in many
acoustic and ultrasound applications, for instance, the ultra-
sound second harmonic imaging and high-intensity focused
ultrasound beam for therapeutic surgery. Due to the fractal
microstructures of media, such acoustic attenuation typically
exhibits a frequency dependency characterized by a power
law ~He, 1998!.

S~x1Dx!5S~x!e2a~v!Dx, ~1!

a~v!5a0uvuy, yP@0,2#, ~2!

whereSrepresents the amplitude of an acoustic field variable
such as velocity and pressure;v denotes the angular fre-
quency;Dx is wave propagation distance; and the tissue-
specific coefficientsa0 and y are empirically obtained by
fitting measured data. The power law~2! is applicable for a
broad range of frequency of practical interest. It has long
been known that the time-space mathematical model of the
attenuation formulas~1! and ~2! with a poweryÞ0,2 is not
easily constituted with the standard integer-order partial dif-
ferential equation~PDE! methodology. Thus, the attenuations
involving yÞ0,2 are also called the anomalous attenuations.

Recent decades have witnessed great effort devoted to
developing a variety of anomalous attenuation models. These
modeling approaches, however, have their respective advan-
tages and disadvantages. For example, the frequency-domain
model via the Laplace transform is simple but limited to
linear cases, and also computationally expensive~Wismer
and Ludwig, 1995; Rossikhin and Shitikova, 1997; Ginter,
2000!. The adaptive Rayleigh model~Wojcik et al., 1995! is
as easy as the common PDE models to be implemented but
may not be feasible to important broadband pulse propaga-
tion ~Chen and Holm, 2002!. The multiple relaxation model
~Nachmanet al., 1990; Mastet al., 2001! works well for
relaxation-dominated attenuations but requires large amounts
of computational effort~Yuan et al., 1999!, and demands
strenuous effort to estimate many obscure relaxation param-

eters, and may not be applicable to anomalous attenuations
involving singular memory processes~Hanyga, 1999!. The
fractional calculus models have better accuracy for general
anomalous attenuations with fewer necessary parameters
~Baglegy and Torvik, 1983; Makris and Constantinou, 1991;
Ochmann and Makarov, 1993; Enelund, 1996; Gaul, 1999!,
but are mathematically more complicated and inflict non-
trivial cost of the numerical solution. Recently, Szabo~1993,
1994a, b! presented the convolution integral wave models,
which comply well with arbitrary power-law frequency de-
pendences while guaranteeing causality and involving only
the parametersa0 andy. However, it is not straightforward
to implement the initial conditions in the Szabo’s models. In
addition, the severely hypersingular improper integral hin-
ders the numerical solution of the models.

The paper aims to remedy the above-mentioned draw-
backs of the Szabo’s models. It is found that the Szabo’s
models can be recast with the Riemann–Liouville fractional
derivative for noninteger powery. Then, the basic strategy of
this study is that the Riemann–Liouville fractional derivative
is replaced by the Caputo fractional derivative to derive a
modified Szabo’s model, where the initial conditions can be
easily prescribed and the hypersingular integral is regular-
ized inherently. To simplify the expression and formalize for
potential applications in a standard setting, a positive time-
fractional derivative is also introduced to include the positiv-
ity in modeling of the frequency power-law attenuation with
arbitrary exponenty.

II. SZABO’S CONVOLUTIONAL INTEGRAL MODEL

By a thorough examining of the dispersion equations of
the frequency-independent damped wave equation and
frequency-squared dependent thermoviscous wave equation,
Szabo~1994a! presented a general dispersion equation for
arbitrary powery of frequency-dependent attenuation

k25~v/c0!21 i2~v/c0!a0uvuy, ~3!

where the wave numberk5b1 ia corresponds to the Fou-
rier transform of the space variable.b and a are, respec-
tively, related to the dispersion and the attenuation. For more
details on the induction of the dispersion equation~3! see

a!Electronic mail: wenc@simula.no
b!Electronic mail: sverre.holm@simula.no
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Szabo~1994a!. Under the so-called conservative smallness
condition @Eq. ~22! of Szabo, 1994a#

a/b'a0uvu lim
y /b05a0uvu lim

y21c0<0.1, ~4!

the dispersion equation~3! approximates the power law~2!
quite well and leads to the Szabo’s time convolutional inte-
gral model

Dp5
1

c0
2

]2p

]t2 1
2a0

c0
La,y,t* p, ~5!

where* denotes the convolution operation, and

La,y,t55
d~ t ! y50,

2

pt3 , y51,

2
G~y12!cos@~y11!p/2#

putuy12 ,

yÞ1, 0aya2,

2d3~ t !, y52,

~6!

in which G denotes the gamma function, andd represents the
Dirac delta function. Equation~5! uses the relationship

dn~ t !* p~ t !5
]np

]tn . ~7!

Note that the convolution operation in~5! implies infinite
limits on the time integral, and~5! is therefore not causal. To
add causality in terms of the time-causal relation~Szabo,
1994a!, La,y,t is replaced by

Sy~p!52H~ t !La,y,t , 0<y<2, ~8!

whereH(t) is the Heaviside operator. Assuming thatt50 is
the initial quiescence instant,Sy(p) is expressed as

Sy~p!55
]p/]t, y50,

2
2G~y12!cos@~y11!p/2#

p E
0

t p~t!

~ t2t!y12 dt,

0aya2,

2]3p/]t3, y52.
~9!

Note that y51 term in ~9! is included in the noninteger
expression.Sy(p) is called the Szabo operator. Equation~5!
is revised as

Dp5
1

c0
2

]2p

]t2 1
2a0

c0
Sy~p!. ~10!

It is observed that the Szabo operator encounters the hyper-
singular improper integral whenyÞ0, 2 and does not explic-
itly show how to implement the initial conditions.

Szabo~1994a! and Szabo and Wu~2000! also briefly
mentioned that the Szabo’s model shared some similarity
with the fractional derivative equation models of the
frequency-dependent attenuation such as the Bagley–Torvik
attenuation model~Bagley and Torvik, 1983!. One essential
difference between both types of anomalous attenuation

models, however, is that the Szabo’s model guarantees the
positive definition operation of nonintegery by using~Light-
hill, 1962!

FT2~ uvuy!5G~y11!cos@~y11!p/2#/~putuy11!5s~ t !,
~11!

where FT2 is the inverse Fourier transform operation. To
deal with the odd integery cases, Szabo~1994a! employed
the inverse Fourier transform of the sign function~Lighthill,
1962!

FT2~vy sgn~v!!5G~y11!~21!~y11!/2/~pty11!. ~12!

It is found that~12! can be actually covered within~11!. The
inverse Fourier transforms~11! and ~12! play an essential
part in Szabo’s creating the causal lossy wave equation
model ~5!.

Compared with the Szabo’s models, the fractional de-
rivative attenuation models in the sense of Riemann–
Liouville or Caputo fails to recover dispersion equation~3!
due to

FT2@~2 iv!yP#5]yp/]ty, ~13!

wheny is a fraction or an odd integer.
On the other hand, the fractional derivative equation

models in the Caputo sense, however, have an obvious ad-
vantage over the Szabo’s model in that they inherently regu-
larize the hypersingular improper integral and naturally re-
quire and implement the integer-order initial conditions
~Seredynska and Hanyga, 2000!. Section III presents a model
equation combining the merits of the Szabo’s model and the
Caputo fractional derivative models via a newly defined
positive time-fractional derivative.

III. MODIFIED SZABO’S WAVE EQUATION MODEL
WITH THE CAPUTO FRACTIONAL DERIVATIVE

In terms of the Riemann–Liouville fractional derivative
D* , defined in the Appendix, the Szabo’s operator~9! is
rewritten as

Sy~p!55
]p/]t, y50,

4

p E
0

t p~t!

~ t2t!3 dt, y51,

2
2G~y12!G@2~y11!#cos@~y11!p/2#

p

3D
*
y11p, yÞ1, 0aya2,

2]3p/]t3, y52.

~14!

Note that the initial quiescent instant is set to zero in~14!. It
is found from~14! that the Szabo’s model implicitly uses the
Riemann–Liouville derivative in the cases of the noninteger
exponenty. As discussed in the Appendix, the Caputo frac-
tional derivative is more appropriate for modeling of engi-
neering initial value problems, while the Riemann–Liouville
fractional derivative model is not well posed~Seredynska
and Hanyga, 2000!. Thus, the Szabo’s loss operator is modi-
fied via the Caputo fractional derivative@see~A5! and~A11!
in the Appendix# as
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Qy~p!55
]p/]t, y50,

2

p E
0

t D2p~t!

~ t2t!
dt, y51,

2
2G@2~y11!#G~y12!cos@~y11!p/2#

p

3Dy11p, yÞ1, 0aya2,

2]3p/]t3, y52.

~15!

Note that when 0,y,2, the Riemann–Liouville derivative
in ~14! is replaced by the Caputo derivative in~15!, and
when y51, the definitionQy(p) still has the singularity at
the origin. Substituting the loss operatorQy(p) instead of
Sy(p) into ~10! produces the linear wave equation model of
the power-law frequency-dependent attenuation

Dp5
1

c0
2

]2p

]t2 1
2a0

c0
Qy~p!. ~16!

The model equation~16! eases the hypersingular improper
integral in the Szabo’s model~10! through a regularization
process of the Caputo derivative@see~A5! in the Appendix#
by invoking the integer-order initial conditions naturally. It is
worth mentioning that~16! has the same dispersion equation
as the Szabo’s model equation~10! since Eq.~A11! in the
Appendix shows that the Caputo fractional derivative differs
from the Riemann–Liouville fractional derivative only in
that the former augments a polynomial series with the initial
conditions as coefficients, which has no effect on the disper-
sion equation. Thus, the modified Szabo’s model equation
~16! holds the causality of the original Szabo’s model~10!.

IV. A POSITIVE TIME FRACTIONAL DERIVATIVE

The positivity of the attenuation~damping! operation
@see power-law formula~2! and dispersion equation~3!# re-
quired by the decay of the global energy~Matignon et al.,
1998! can be well preserved via a positive fractional calculus
operator. The space fractional Laplacian~Hanyga, 2001;
Chen and Holm, 2002! is the positive definition operator and
thus very suitable to describe the anomalous attenuation be-
haviors, while the traditional fractional time derivative lacks
this crucial positive property. In this section, a positive time
fractional derivative in terms of~11! is introduced, whose
Fourier transform characterizes the positive operation as fol-
lows:

FT1~D uhup!5uvuhP~v!, 0,h,2, ~17!

where FT1 is the Fourier transform operation;P(v) is the
Fourier transform of the pressure signalp(t); and

D
*
uhup5s~ t !* p~ t !5

1

q~h!
E

0

t p~t!

~ t2t!n11 dt, ~18!

D uhup55
21

hq~h!
E

0

t D1p~t!

~ t2t!h dt, 0ah<1,

1

h~h21!q~h!
E

0

t D2p~t!

~ t2t!h21 dt, 1aha2,

~19!

wheres(t) is defined in~11!, and

q~h!5
p

2G~h11!cos@~h11!p/2#
. ~20!

The definitions~18! and ~19! of the positive fractional de-
rivative are to combine the Fourier transform relationship
~11!, respectively, with the Riemann–Liouville fractional de-
rivative ~A7! and with the Caputo fractional derivative~A8!
in the Appendix to hold the Fourier transform relationship
~17!. Equation~19! can be expanded by the integration by
parts into~18! augmented a regularization series. Note that
for h51 the positive fractional derivative still confronts sin-
gularity at the origin. The positive fractional derivative~19!
can also be further generalized by

D uhuu

55
21

~h22k!q~h!
E

0

t D2k11u~t!

~ t2t!h22k dt,

2kah<2k11,

1

~h22k!@h2~2k11!#q~h!
E

0

t D2k12u~t!

~ t2t!h2~2k11! dt,

2k11aha2k12,

~21!

where k is a non-negative integer. The following formulas
also hold:

D uhu1qp5D uhuDqpÞDqD uhup5Dq1uhup, ~22!

where q is a positive integer number. Note thatD u1up
ÞD

*
u1upÞD1p. It is straightforward to have

FT1~D uhu1qp!5~2 iv!quvuhP~v!, 0,y,2. ~23!

In terms of the new fractional derivative definition, the loss
operatorQy(p) defined in~15! is rewritten as

Qy~p!5H D1p, y50,

D uyu11p, 0aya2,

2D3p, y52,

~24!

wherey50 corresponds to the damped wave equation, also
known as the electromagnetic equation~Szabo, 1994a! or the
Telegrapher’s equation; andy52 leads to the thermoviscous
equation~Blackstock, 1967; Pierce, 1989!, also called the
augmented wave equation~Johnson and Dudgeon, 1993!. In
most cases of practical interest 0,y,2 occurs. It is noted
that the fractional time derivative Burgers equation for
anomalous attenuations presented by Ochmann and Makarov
~1993! requires a sign change of viscous coefficient between
0<y,1 and 1,y<2, whereas the definition~19! of the
positive time fractional derivative avoids the sign change
acrossy51 in ~24!.
If defining

D uhup5H p, h50,

2D2p, h52,
~25!

then the modified Szabo equation~16! can be rewritten as

2572 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 W. Chen and S. Holm: Modified Szabo’s lossy media models



Dp5
1

c0
2

]2p

]t2 1
2a0

c0
D uyu11p. ~26!

Note that the definition~19! implies that unlike the even-
order derivative, the positive fractional time derivative of the
odd order is not equivalent to the corresponding standard
derivative.

V. CONCLUSIONS

The modified Szabo’s model equation~16! includes the
Caputo fractional derivative, the existence, uniqueness, and
well-posedness~i.e., continuous dependence on data! of
whose type of equations have been well proved~Seredynska
and Hanyga, 2000!. The corresponding numerical solution
can also be carried out with the well-developed standard nu-
merical methods for the Caputo fractional derivative equa-
tions ~Diethelm, 1997; Podlubny, 1999; Diethelm and Ford,
2002!. It is worth stressing that the modified Szabo’s model
is closely related to the singular Volterra equation of the
second kind, the numerical solutions of which are discussed
in Presset al. ~1992! and many other publications.

In this study, only the linear model of wave equation
was involved. It is straightforward to extend the present
strategy to a variety of the corresponding parabolic equations
and nonlinear equation models developed by Szabo~1993,
1994a!. It is also noted that the mathematical models for
anomalous dissipation behaviors are mostly phenomenologi-
cal ~Adhikari, 2000!. In other words, these models are to
describe attenuation phenomena but do not necessarily re-
flect various physical and chemical mechanisms behind the
scenes. Broadly speaking, there are two types of attenuation
~damping! model methodology, space and time operations.
The present time-domain model underlies the memory effect,
also often called heredity, relaxation, or hysteresis in some
publications, which depends on the past history of motion.
On the other hand, the space-fractional Laplacian models
reflect the fractal microstructures of media and can describe
the frequency power-law attenuation quite well~Chen and
Holm, 2002!. Wheny>1, the modified Szabo’s time-domain
models require the second-order initial condition, which is
not readily available in many practical cases, and it is thus
reasonable to use the space-domain attenuation model in-
stead. Wheny,1, the present modified Szabo’s model is the
model of choice since its numerical solution is relatively
easier than the fractional Laplacian space-domain model.
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APPENDIX: FRACTIONAL TIME DERIVATIVES

The Riemann–Liouville fractional integral is an essen-
tial concept to understand the fractional derivative and is
given by ~Samkoet al., 1987!

Jq$c~ t !%5
1

G~q!
E

a

t c~t!

~ t2t!12q dt, 0,q, ~A1!

whereq anda are real valued. The corresponding Riemann–
Liouville fractional derivative is interpreted as

D
*
l $c~ t !%5

d

dt
@J12l$c~ t !%#, 0,l,1, ~A2!

which can be further elaborated into

D
*
l $c~ t !%5

1

G~12l!

d

dt Ea

t c~t!

~ t2t!l dt

5
1

G~2l!
E

a

t c~t!

~ t2t!11l dt5J2l$c~ t !%. ~A3!

The Riemann–Liouville fractional derivative, however, has
some notable disadvantages in engineering applications such
as the hypersingular improper integral, where the order of
singularity is higher than the dimension, and nonzero of the
fractional derivative of constants, e.g.,Dl1Þ0, which would
entail that dissipation does not vanish for a system in equi-
librium ~Samkoet al., 1987; Seredynska and Hanyga, 2000!
and invalidates the causality. The Caputo fractional deriva-
tive has instead been developed to overcome these draw-
backs~Caputo, 1967; Caputo and Mainardi, 1971! as defined
below:

Dl$c~x!%5J12lF d

dx
c~x!G . ~A4!

Integration by parts of~A4! yields

Dl$c~ t !%5
1

G~12l!
E

a

t 1

~ t2t!l

dc~t!

dt
dt

5D
*
l $c~ t !%2

c~a!

G~12l!

1

~ t2a!l . ~A5!

It is observed that the right-hand second term in~A5! regu-
larizes the fractional derivative to avoid the potential diver-
gence from singular integration att5a. In addition, the
Caputo fractional differentiation of a constant results in zero.
For instance, Seredynska and Hanyga~2000! pointed out that
the solution of the following time fractional derivative
model:

D2u1gD11hu1F~u!50, 0,h<2, ~A6!

is not C2 smooth if the Caputo fractional derivative is re-
placed by the Riemann–Liouville fractional derivative. The
Caputo fractional derivative also implicitly includes the ini-
tial function value att5a as shown in~A5!, which is con-
venient in handling initial value problem. Therefore, the frac-
tional derivative defined in the Caputo sense is essential in
the modeling of various anomalous attenuation behaviors
~Makris and Constantinou, 1991; Seredynska and Hanyga,
2000!. The numerical solution of the Caputo derivative equa-
tion like ~A6! is well developed, as described in the mono-
graph by Podlubny~1999!.

The fractional derivatives in the Riemann–Liouville and
Caputo senses can, respectively, in general be expressed as
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D
*
m$c~x!%5Dm@Jm2mc~x!#, ~A7!

Dm$c~x!%5Jm2m@Dmc~x!#. m21am<m, ~A8!

wherem is an integer, andDmc5dmc/dtm. The Riemann–
Liouville fractional derivative~A7! can be recast as~Sere-
dynska and Hanyga, 2000!

D
*
mc5u2m21* c, ~A9!

where

um~ t !5utuu/G~m11!. ~A10!

By integration by parts, the Caputo fractional derivative~A8!
can be reduced to

Dmc5u2m21* c2 (
k50

m21

Dkc~0!uk2m

5D
*
mc2 (

k50

m21

Dkc~0!uk2m , ~A11!

where the first term of the right-hand side is in fact the
Riemann–Liouville fractional derivative.
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The finite-difference time-domain method is a simple but powerful numerical method for simulating
full-wave acoustic propagation and scattering. However, the method can demand a large amount of
computational resources. Traditionally, continuously curved boundaries are represented in a
stair-step fashion and thus accurately modeling scattering from a boundary will require a finer
discretization than would otherwise be necessary for modeling propagation in a homogeneous
medium. However, a fine discretization might not be practical due to limited computational
resources. A locally conformal technique is presented here for modeling acoustic scattering from
continuously curved rigid boundaries. This technique is low cost, simple to implement, and gives
better results for the same grid discretization than the traditional stair-step representation. These
improvements can be traded for a coarser discretization which reduces the computational burden.
The improved accuracy of this technique is demonstrated for a spherical scatterer. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1616576#
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I. INTRODUCTION

The finite-difference finite-time~FDTD! method was in-
troduced by Yee in 1966 for the purpose of modeling elec-
tromagnetic wave propagation.1 The method is simple to
implement and can readily be applied to other types of wave
propagation phenomena, e.g., Refs. 2 and 3.

Modeling scattering from continuously curved bound-
aries with the traditional FDTD method requires a stair-step
representation of those boundaries because the field update
equations use material properties defined only at discrete
spatial locations. When performing such modeling, using a
finer discretization, i.e., reducing the spatial step size, will
yield more accurate results; however, refining the grid in-
creases the computational resource requirements. For ex-
ample, when modeling a three-dimensional problem, if the
grid step size is reduced by one-half, the required computer
memory increases by a factor of 8 and the time required to
solve the problem increases by a factor of 16. Due to limited
computational resources, finer grid discretizations might not
be practical and instead a coarser grid will have to be used
and the resulting lower accuracy tolerated.

In this paper we introduce a locally conformal method
for modeling rigid boundaries in acoustic FDTD simulations.
Rigid boundaries have been used in various models includ-
ing that of the human head.4,5 An FDTD model of a rigid
human head has been reported6 where a stair-step represen-
tation was used.

The algorithm presented here uses special update equa-

tions for the pressure nodes adjacent to rigid boundaries
while using regular update equations for all other nodes~in-
cluding velocity nodes!. The algorithm can be implemented
with minimum effort, and it is found that the solution accu-
racy is improved significantly. Locally conformal methods
for pressure-release surfaces have also been developed and
can be found in the literature.7 The locally conformal
pressure-release schemes are only pertinent to the case of
Dirichlet boundary conditions. Although they are similar in
concept to the approach described here, they do not apply to
the Neumann boundary conditions which govern rigid ob-
jects.

An alternative approach for better representing curved
boundaries or boundaries not aligned with a Cartesian grid is
a globally conformal technique such as presented by
Botteldooren.8 The construction of the grid in a globally con-
formal technique can be quite complicated. Furthermore,
globally conformal techniques may not be able to use di-
rectly standard tools that have been developed for Cartesian
grids ~such as absorbing boundary conditions, near-field to
far-field transformations, etc.!. In the technique we propose
this is not a concern since the technique does not distort the
grid away from the surface of the scatterer. Finally, globally
distorted grids have inherent numeric artifacts that are diffi-
cult to quantifya priori ~e.g., a plane wave that propagates
through a globally distorted grid representing a homoge-
neous medium typically will not emerge as a plane wave!.

II. CONFORMAL TECHNIQUE

We begin our development with the governing differen-
tial equations in three dimensions,

]p

]t
52rc2¹•v52rc2S ]vx

]x
1

]vy

]y
1

]vz

]z D , ~1!
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wherep is the pressure,v5vxâx1vyây1vzâz the velocity,r
the density, andc the speed of sound. The density and speed
may both be inhomogeneous.

To solve a problem using the FDTD method, we begin
by replacing the derivatives with finite differences. Figure 1
shows a Cartesian grid arrangement of nodes that can be
used for this replacement. The velocity and pressure nodes
are known only at fixed locations in space and only at dis-
crete times. The spatial location of the fields is indicated by
the indices~i,j,k! such thatf ( i , j ,k) implies the physical lo-
cation (iDx, j Dy,kDz) wheref is one of the fields andDx,
Dy, andDz, are the step sizes in thex, y, andz directions,
respectively. Furthermore, there is an additional offset of the
fields as indicated in Fig. 1 so that each of the velocity com-
ponents is offset a half spatial step from the pressure node
with the same indices.~One could explicitly include these
offsets in the indices, but they are dropped when implement-
ing the algorithm in a computer. For notational convenience
and to facilitate translation into code, we leave the offsets as
being implied by the field component itself.! The temporal
index isn. Velocity nodes are offset from pressure nodes by
a half temporal step, but all velocity components are evalu-
ated at the same instant of time, i.e., pressure nodes are de-
fined to exist at integer multiples of the temporal stepDt
while the velocity nodesvx , vy , andvz , exist at times half-
way between the times at which the pressures are defined. In
contrast to the spatial indices, we will indicate explicitly the
offset in temporal locations of the fields.

This arrangement of offset nodes allows the calculation
of pressures from velocities at a previous time, and the cal-
culation of velocities from these updated pressures. This al-
ternating calculation is repeated for each successive time step

as the simulation is run from an initial time to a final time.
By replacing the derivatives with finite differences according
to the node arrangement shown in Fig. 1, the following~tra-
ditional! update equations can be obtained from the govern-
ing differential equations~1! and ~2!:

pn11~ i , j ,k!5pn~ i , j ,k!

2Dtrc2S @vx
n11/2~ i , j ,k!2vx

n11/2~ i 21,j ,k!#

Dx

1
@vy

n11/2~ i , j ,k!2vy
n11/2~ i , j 21,k!#

Dy

1
@vz

n11/2~ i , j ,k!2vz
n11/2~ i , j ,k21!#

Dz D , ~3!

vx
n11/2~ i , j ,k!5vx

n21/2~ i , j ,k!

2
Dt

r S pn~ i 11,j ,k!2pn~ i , j ,k!

Dx D , ~4!

vy
n11/2~ i , j ,k!5vy

n21/2~ i , j ,k!

2
Dt

r S pn~ i , j 11,k!2pn~ i , j ,k!

Dy D , ~5!

vz
n11/2~ i , j ,k!5vz

n21/2~ i , j ,k!

2
Dt

r S pn~ i , j ,k11!2pn~ i , j ,k!

Dz D , ~6!

where the superscripts represent the temporal index, and the
arguments the spatial indices. These update equations require
that material properties change only at discrete locations.
This implies that continuous boundaries have to be repre-
sented in a stair-step fashion.

The conformal technique presented here is similar to the
one presented by Dey and Mittra for modeling perfect con-
ductors in three-dimensional electromagnetic simulations.9

We begin by integrating Eq.~1! over a volumeV, which is
bounded by a surfaceS, and then use the divergence theorem
to obtain:

d

dt EV
p dv52rc2E

V
¹•v dv52rc R

S
v•ds. ~7!

FIG. 2. Cell intersected by a rigid boundary with the portion inside the
boundary removed.

FIG. 1. Position of pressure and velocity nodes in a Cartesian grid. Different
fields with the same spatial indices~i, j, k! are not collocated. For example,
vx( i , j ,k) andp( i , j ,k) are offset by a half spatial step in thex direction.
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The integration can now be applied to a unit cell in the
FDTD grid, centered on the pressure node at~i,j,k!, which is
intersected by an arbitrary rigid boundary, as shown in Fig.
2. In applying the integration, note that the normal compo-
nent of velocity is zero over the rigid boundary, so the sur-
face integral over that area is zero. Velocities are assumed
constant over the portion of each face that lies outside the
rigid boundary and the pressure is assumed constant through-
out the cell volume which is outside the boundary. Carrying
out the integration with these assumptions yields

dp~ i , j ,k!

dt
V~ i , j ,k!52rc2[Ax~ i , j ,k!vx~ i , j ,k!

2Ax~ i 21,j ,k!vx~ i 21,j ,k!

1Ay~ i , j ,k!vy~ i , j ,k!

2Ay~ i , j 21,k!vy~ i , j 21,k!

1Az~ i , j ,k!vz~ i , j ,k!

2Az~ i , j ,k21!vz~ i , j ,k21!], ~8!

whereV( i , j ,k) is the cell volume outside the rigid boundary
and Am( i , j ,k) is the area of a cell face outside the rigid
boundary, wherem represents one of the surface normal di-
rectionsx, y, or z. Approximating the temporal derivative
with a finite difference, the following pressure update equa-
tion is obtained

pn11~ i , j ,k!5pn~ i , j ,k!2
rc2Dt

V~ i , j ,k!
@Ax~ i , j ,k!vx

n11/2~ i , j ,k!

2Ax~ i 21,j ,k!vx
n11/2~ i 21,j ,k!

1Ay~ i , j ,k!vy
n11/2~ i , j ,k!

2Ay~ i , j 21,k!vy
n11/2~ i , j 21,k!

1Az~ i , j ,k!vz
n11/2~ i , j ,k!

2Az~ i , j ,k21!vz
n11/2~ i , j ,k21!#. ~9!

This equation is used to update only the pressure in unit
cells that are intersected by a rigid boundary. The velocity
nodes adjacent to these pressure nodes are updated with Eqs.
~4!–~6! since no special treatment is required. Furthermore,
all other fields outside the rigid boundary are updated with
the usual update equations Eqs.~3!–~6!. If Eq. ~9! is applied
to a unit cell that is totally outside the rigid boundary, it can
easily be shown that Eq.~9! reduces to Eq.~3!.

When implementing Eq.~9! the volume and areas
should be calculated before time-stepping begins. To calcu-
late these quantities, we first need to identify all cells inter-
sected by rigid boundaries. This can be accomplished by
checking all the corners of a particular cell to see if at least
one corner lies on the opposite side of a rigid boundary from
the others. To increase further the processing speed, cells that
are far enough from boundaries that they do not run the risk
of intersecting them can be screened out with a simpler cri-
terion based only on the location of the cell center. The more
precise corner checking test can then be applied to the re-
maining cells.

Once a cell is identified as being intersected by a bound-
ary, its volume and areas can be calculated using a simple
summation process. This process begins by subdividing a
cell into smaller subcells, as illustrated in Fig. 3. The next
step is to count all subcells that have their center outside the
boundary. The total number is then used to determine the
volumeV( i , j ,k). Similarly, to find the face areasAm( i , j ,k),
the centers of all the squares on a particular cell face which
result from the subdivision of the cell can be checked to see
if they lie outside the rigid boundary. Their total number is
then used to determine the areasAm( i , j ,k). Note that the
subdivision of cells is only done in the preprocessing phase
to facilitate calculation of the geometric parameters needed
in Eq. ~9!. The subdivision scheme described here merely
requires a routine that can determine if a point is inside or
outside the rigid boundary. If more detailed geometric infor-
mation were needed, a different technique, such as analytic
integration over the specified boundary, could be used to
determine the geometric parameters. However, given the
simplicity of the subdivision scheme and given a sufficiently
fine level of subdivisions, it is anticipated that the subdivi-
sion approach will be preferable to the alternatives.

Stability of an FDTD simulation is another consideration
that needs to be addressed. For propagation in a Cartesian
grid, stability is ensured if

Dt<
1

cA 1

Dx2 1
1

Dy2 1
1

Dz2

. ~10!

For a uniform grid this reduces to,cDt/h<1/), whereDx
5Dy5Dz5h. The dimensionless quantitycDt/h is the
Courant number. However, when the conformal algorithm is
implemented with a Courant number equal to the 1/) limit,
instability will occur for cells where the volumeV( i , j ,k) is
less then a certain minimum valueVmin which was found
empirically to be about 2% of the total volume of an undis-
torted cell. The instability can be removed if the cells with
volumeV( i , j ,k) less thenVmin are treated as though they are
completely inside the boundary, i.e., one resorts to stair step-
ping for these cells. For a Courant number of half the limit,

FIG. 3. A cell intersected by a rigid boundary which has been subdivided to
facilitate volume and area calculations.
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Vmin decreases to about 0.05% of the total volume of an
undistorted cell. This yields a better representation of the
boundary since one resorts to stair stepping only when
99.95% of a cell is already inside the rigid boundary; hence,
only a slight error is introduced by assuming the remaining
0.05% of the cell is also within the rigid boundary.

The cost of lowering the Courant number is an increase
in numeric dispersion and an increase in the number of time
steps needed to propagate the field over a given distance. The
increase in dispersion typically represents a small error and
is more than offset with the improvement gained by the bet-
ter representation of the rigid boundary. The increase in run
time is inversely proportional to the reduction of the Courant
number. Note that there is typically only a negligible in-
crease in the amount of memory needed to implement the
conformal technique. Hence if a computer is capable of run-
ning a simulation using a traditional staircase representation,
that same simulation can be run at the same level of discreti-
zation on the same computer using the conformal technique.
Reducing the Courant number by 50% and using the same
level of discretization doubles the run time for the conformal
technique. However, as shown in the next section, because of
its increased accuracy, the conformal technique allows one to
trade discretization~and accuracy! for run time. For example,
if the spatial step size in the conformal technique were
doubled, the simulation would run eight times faster than the
traditional solution, and yet the conformal technique may
still yield more accurate results.

III. RESULTS

The rigid-boundary conformal algorithm has been tested
on a rigid sphere which is depicted as a staircased boundary
in Fig. 4. This geometry was chosen since it permits com-
parison with an analytic solution. The sphere was illuminated
with an incident plane wave traveling in the1z direction
and the scattered pressure collected over the heavy vertical

line. The wave form of the incident field was chosen to be a
Ricker wavelet with a peak spectral content corresponding to
20 cells per wavelength. The sphere has a radius of eight
cells. The exact location of the sphere and the scattered pres-
sure observation locations are shown in Fig. 5, which is ayz
slice of the computational domain through the center of the
sphere.

The computational domain had 39339339 cells with
an eight-cell wide perfectly matched layer~PML! surround-
ing it. The purpose of the PML, which is not shown in Fig. 5,
is to prevent reflections from the termination of the FDTD
grid.3,10,11A total-field/scattered-field formulation12 was used
to introduce the plane wave excitation. The simulation was
run with a Courant number 50% of the limit and with aVmin

value equal to 0.05% of the total volume of an undistorted
cell. The simulation was run for 512 time steps and the scat-
tered pressures at three different frequencies were obtained
by use of a discrete Fourier transform~DFT!.12

The FDTD results are compared with the exact analytic
solution for pressures scattered from a rigid sphere of radius
a, given by13

p~r ,u!5 (
m51

`

AmPm~cosu!hm~kr !, ~11!

where Pm is the Legendre polynomial,hm is the spherical
Hankel function,r is the radial distance from the center of
the sphere to the observation point,k is the wave number,
andu is the angle between the incident wave vector and the
observation vector. The coefficientsAm are given by

Am52~2m11!~ i m!
j m8 ~ka!

hm8 ~ka!
, ~12!

where the prime indicates differentiation with respect to the
argument.

FIG. 4. Representation of the 3D computational domain used to obtain the
scattered pressure from a rigid sphere. The sphere is depicted in accordance
with its stair-step representation. The incident plane wave travels in the1z
direction and the scattered pressure is collected along the position of the
heavy vertical line.

FIG. 5. Cross section of the computational domain atx520. Scattered pres-
sures are collected along the position of the heavy line.
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FIG. 6. Scattered pressure at 9.853~nominally 10!
points per wavelength. The independent variable is po-
sition in terms of cells where zero corresponds to the
samez location as the center of the sphere.

FIG. 7. Scattered pressure at 21.11~nominally 20!
points per wavelength.

FIG. 8. Scattered pressure at 36.95~nominally 40!
points per wavelength.
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Figures 6–8 show the scattered pressure for three differ-
ent frequencies with wavelengths approximately equal to 10,
20, and 40 points per wavelength.~The actual frequencies
that were obtained are dictated by the duration of the simu-
lation and the nature of the discrete Fourier transform and
correspond to 9.853, 21.11, and 36.95 points per wavelength.
Nevertheless, for convenience we identify these discretiza-
tions by their approximate or ‘‘nominal’’ values.! Each plot
shows the exact analytic result as well as the results obtained
from the conformal FDTD~CFDTD! method and the tradi-
tional uniform FDTD ~UFDTD! method ~i.e., the stairstep
approach!. The pressures are normalized with respect to the
incident wave. As shown in Fig. 6, at 10 points per wave-
length the UFDTD method differs significantly from the ex-
act result. The conformal method is much better but errors
are still easily visible in the plot. As shown in Fig. 7, at 20
points per wavelength the UFDTD method still differs sig-
nificantly from the exact solution while the CFDTD method
is only slightly below the exact solution through the middle
of the computational domain. As shown in Fig. 8, at 40
points per wavelength the exact and CFDTD results are
nearly identical while the UFDTD result is still visibly dif-
ferent from the exact result. Note that these results pertain to
any absolute frequency—the only important consideration is
the size of the scatterer relative to a wavelength.

To illustrate further the superiority of the conformal
technique, again consider the frequency and discretization
shown in Fig. 6. At this frequency the scatterer has aka of
5.026. We now construct a new uniform FDTD solution that
halves the discretization used to obtain the previous results.
Thus the sphere now has a radius of 16 cells and the com-
putational domain is 78378378 cells. Using this finer dis-
cretization we extract the results corresponding to aka of
5.026. These results, labeled ‘‘UFDTD32,’’ are shown in
Fig. 9 together with the previous results. By halving the dis-
cretization~and thus increasing the memory requirement by
a factor of 8!, the scattered field obtained using the UFDTD
method has improved, but it is still not, on average, as good
as the original CFDTD results. For this particular example
the CFDTD method out-performs the UFDTD method even

when the UFDTD method uses eight times the memory and
runs eight times slower than the CFDTD method.

IV. CONCLUSION

The use of a stair-step representation of curved rigid
boundaries in FDTD simulations can produce significant er-
rors. The conformal method presented here requires modified
pressure update equations only for cells adjacent to the
boundary. The method is simple to implement and requires a
negligible increase in memory relative to a traditional solu-
tion with the same discretization. The method does require a
reduction in the Courant number to ensure stability and this
can increase run-time. However, the increased accuracy of
the conformal technique does offer the option of trading
some accuracy~via use of a coarser discretization! for im-
proved run time. This method was shown to produce im-
proved results for scattered pressure from a rigid sphere and
similar improvements can be expected for other geometries.
Though results were not presented here, this method has
been applied to other geometries which include both convex
and concave surfaces.
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Ultrasonic wave interaction with multidirectional composites:
Modeling and experiment
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Phenomena of wave transmission through a multidirectional composite laminate immersed in a fluid
have been investigated. Based on a recently-developed recursive stiffness matrix method
time-domain beam models have been developed to simulate the problem. Experimental and
theoretical results at frequency 2.25 MHz show that the transmission amplitude is highly dependent
on lamina orientation and angle of incidence. Large transmission amplitude appears at small
(,10°) and large incident angles (45° – 60°). At intermediate incident angles (16° – 40°) the
transmission amplitude is almost zero. At high frequency, the residue epoxy layers between each
lamina become important and corresponding resonances may be observed. These transmission
phenomena have been interpreted in terms of Floquet waves. It shows that the pass and stop bands
of the three Floquet waves obtained from the unit cell stiffness matrix determine the transmission
amplitude distribution in frequency, incident angle and rotation angle domains. The effect of random
deviation of the laminated structure periodicity has also been assessed. At normal incidence, the
variation of the thickness of the epoxy residual layer between composite lamina has little effect on
the overall stop and pass band structures but introduces random reverberation and scattering in the
pass bands. It is shown that for oblique incidence the transmittivity spectrum of a composite with
random lamina lay-up converges with increase of randomness to that of a@0/245/90/45#2s

quasi-isotropic composite. Randomization of lamina lay-up produces a small effect in the
transmittivity spectrum for a quasi-isotropic composite. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1616920#

PACS numbers: 43.20.Gp, 43.20.Fn, 43.35.Cg@DEC# Pages: 2582–2595

I. INTRODUCTION

With the increasing use of advanced composites in a
variety of modern applications, it has become a necessity to
employ reliable and effective nondestructive evaluation
~NDE! methods for their property characterization and dam-
age assessment. Development of those methods depends on
understanding wave propagation and scattering in these ma-
terials. Multidirectional composites are highly anisotropic
multilayered structures, which significantly complicates ul-
trasonic wave propagation.1–5 Selection of ultrasonic inspec-
tion parameters is very difficult for these structures without
comprehensive modeling for optimization of the experimen-
tal conditions and data interpretation.

To model ultrasonic wave propagation in multidirec-
tional composites, different solutions for wave propagation
in layered anisotropic media have been utilized.3–15 Methods
based on the transfer matrix method have been extensively
discussed for composites by Nayfeh4,5 with experimental and
theoretical examples for multidirectional composites given
by Nayfeh and Chimenti5 and Chimenti and Nayfeh.8 A com-
putationally stable global matrix method has been developed
by Mal.9 Different modifications of the global matrix method
utilizing the stiffness matrix have been reported in Ref. 10
~this last method reduces by half the number of equations in
the global system!. Approximate solutions based on the finite

element method have been discussed and reviewed by
Datta11 and Liu and Xi12 ~this method employs subdivisions
of structure layers into a number of thin layers and leads to a
large global system of linear equations!. For a large number
of layers the global system of equations becomes very large
and requires special methods of solution. To avoid having to
solve a large global matrix system Wang and Rokhlin13,14

and Rokhlin and Wang15 developed a stable reformulation of
the transfer matrix method in the form of a recursive stiffness
matrix method. A large number of experimental methods ap-
plicable to composite characterization have been reviewed
by Chimenti.16

Advanced fiber-reinforced composites are usually as-
sembled in different periodic stacking sequences of fiber di-
rections~for example 0°/245°/90°/45°) to form multilay-
ered structures as shown in Fig. 1. For the modeling of
ultrasonic wave propagation, each layer is described as a
monoclinic medium. In an anisotropic layered solid with pe-
riodicity, the wave propagation is significantly affected by
the periodicity and depends on the behaviors of the Floquet
waves propagating in an infinite periodic medium. Braga and
Herrmann17 addressed Floquet wave behavior in arbitrarily
anisotropic infinite periodic media with a transfer matrix
method using the Stroh formalism. They performed a very
detailed analysis of the Floquet wave characteristic equation
and studied stop and pass bands~Brillouin zones!. Potel and
Belleval and Potelet al.18,19 applied the Floquet wave solu-
tion to finite periodic media and provided interesting numeri-a!Author to whom correspondence should be addressed.
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cal illustrations. Shullet al. and Auldet al.20,21 showed that
the special Lamb wave dispersion behavior is related to the
pass and stop bands of the Floquet wave spectrum in a plate
formed by aluminum and aramid-epoxy composite layers.
Based on the equivalency of the bulk waves in a homoge-
neous anisotropic medium and the Floquet waves in a peri-
odic medium at low frequency, Wang and Rokhlin22 de-
scribed a Floquet wave-based dynamic homogenization
method and used it to measure single lamina moduli in
multi-directional composites.23

The reflection and transmission coefficients for a finite
thickness composite structure are also related to the Lamb
modes according to the ‘‘correspondence principle.’’24 The
validity of this principle depends on the density and the ve-
locity in the fluid and the solid. The density of fiber-
reinforced composites is very close to that of the immersion
fluid ~water!, therefore the fluid loading effect becomes very
important and reflection or transmission spectra are not nec-
essarily closely associated with the Lamb wave dispersion
spectra24 in the unloaded plate.

Most practical ultrasonic inspections of multidirectional
composites are performed in through-transmission mode us-
ing normally-incident ultrasonic waves. The use of oblique
incident waves is complicated by strong lamina scattering
and difficulties in the interpretation of the measurements.
However application of obliquely-incident waves may in
some cases be advantageous:~1! high sensitivity to inter-
lamina fatigue damage; this damage appears in the laminas
in the form of vertical cracks perpendicular to the lamina
surface; ~2! composite and lamina elastic property
measurements;23 ~3! for bonded structure characterization.25

Also, inspection of composite parts with curved shapes may
require understanding and use of obliquely propagating
waves.

In this paper, the reflection/transmission signatures in
multidirectional composites are investigated comprehen-

sively both theoretically and experimentally in the time and
frequency domains. For modeling we use the recursive stiff-
ness matrix method13,14 and its asymptotic thin layer
version.15 The results are interpreted using Floquet waves.
The effect of random deviation of the laminated structure
periodicity has also been assessed. We limit ourselves to
two-dimensional approximation of the ultrasonic beam,
which satisfactorily represents the main features of the re-
flected and transmitted fields.27 We use the recursive stiffness
matrix method due to its numerical stability and its efficient
utilization of the composite structure periodicity and symme-
try, which makes the CPU time proportional to log~N!14,15

instead of N or N2 where N is the total number of laminas~or
the number of subdivisions of the lamina into sublayers15!.

II. TIME-DOMAIN-BEAM MODEL FOR
REFLECTIONÕTRANSMISSION FROMÕTHROUGH
MULTIDIRECTIONAL COMPOSITE STRUCTURES

A. Time-domain beam model

This section describes a model for the through transmis-
sion mode of composite testing. We are using the well-
developed wave-number integral-transfer representations for
the ultrasonic transducers. However we adapted it to the
novel experimental configuration. In the double-transmission
experiment outlined in Fig. 2~a! and Fig. 3, the receiver is
replaced by a back reflector. The ultrasonic signal is trans-
mitted through the sample, and then reflected by the plane
reflector back to the transducer. In the model we consider the
back reflector as an infinite mirror with a possible, for gen-
erality, misalignment by angleD from the vertical plane as
shown in Fig. 2~a!; the back propagation paths are redrawn
by dotted lines in Fig. 2~b!. Accounting for the phase delay

in fluid e2 i2(kz8L1kx8L tanD) as shown in Fig. 2~b!, the time-
domain voltage output is

FIG. 1. ~a! Lay-up of multidirectional
@0/245/90/45#2s composites, total
thickness 3.1 mm and lamina thick-
ness 0.194 mm.~b! Residual epoxy
layer between each lamina, thickness
6mm.
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Vout~ t !5E
2`

1`

F~v!eivt dvE
2`

1`

F t~kx8!F t~kx-!Tt~kx!

3Tb~kx9!e2 i2(kz8L1kx8L tanD) dkx8 , ~1!

whereL is the distance between the surfaces of the trans-
ducer and back reflector.kx8 , kz8 are the wave numbers in the
coordinate systems associated with the surface of the trans-
mitter (z8 is the normal to the transmitter face and the origin
is at its center!, D is a reflector misalignment angle.kx- , kz-
are the wave numbers in the coordinate systems associated
with the surface of the ‘‘imaginary’’ receiver (z- is the nor-
mal to the transmitter face and the origin is at its center!. The
relation between wave numberskx , kz , kx9 , kz9 , kx- , kz- and
kx8 , kz8 can be found based on the relation of the coordinate
systems~Fig. 2!. For example, thex-2z- coordinate system
is rotated by the angle 2D from the x82z8 coordinate sys-
tem. In this case the wave numberskx- , kz- are related tokx8 ,
kz8 as

kx-5kx8 cos 2D1kz8 sin 2D,kz-5kz8 cos 2D2kx8 sin 2D.
~2!

In Eq. ~1! Tt(kx) andTb(kx9) are the transmission coefficients
through the layer for the wave incident from fluid on the
layer top or bottom respectively.F(v) is the frequency re-
sponse of the transmitter/receiver pair;F t(kx8) and F t(kx-)
are the angular responses of the transducer, which represent
the directivity of the transducer. In our measurements, a flat
immersion transducer has been used. The angular response
of such a transducer may be approximated by a circular ra-
diator using the first-order Bessel function; however the pi-
ezoceramic element in the transducer is bonded on its perim-
eter to the enclosure and therefore the displacement
distribution on its surface is inhomogeneous and decays to-
ward the edge. For this reason and for convenience of trans-
ducer response simulation~both analytical and numerical!
the Gaussian beam has often been used.28 As shown in Ref.
28, the output signals calculated using Bessel and Gaussian
beams are nearly identical and agree with experiment when
the appropriate beam width is used in the Gaussian beam
approximation. In this study we have selected the angular
responsesF t(kx8) of the flat immersion transducers to be
approximated by a Gaussian function as

F t~kx8!5
Bt

A2p
e2 (kx8Bt)

2/2, ~3!

whereBt is the beam width of the transmitter/receiver, which
is experimentally determined by inverting the measured re-
flection signal from a homogeneous semispace such as a
block of aluminum.

Similar to Eq.~1!, one can formulate the time-domain
angle beam models for reflection measurements.25 It has
been shown in Ref. 25 that the beam model based on the
wave number integration and Gaussian beam approximation
can well represent the experimental results for adhesive layer
properties measurement in a bonded structure.

B. Reflection Õtransmission coefficient calculation
using recursive stiffness matrix method

In Eq. ~1!, the plane wave transmissionT(u,v) coeffi-
cients are calculated exactly for the multilayered composite
accounting for all multiple reflections between laminas. The
reflectionR and transmissionT coefficients for an acoustic
wave incident from fluid onto the immersed multidirectional
layered composite are represented using the global compli-
ance matrix as13,14

R5@~S11
332L!~S22

332L!2S21
33S12

33#/

@~S11
331L!~S22

332L!2S21
33S12

33#, ~4!

T52LS21
33/@~S11

331L!~S22
332L!2S21

33S12
33#, ~5!

whereSi j
33 are the~3,3! elements in the matrixSi j (333) of

the total compliance matrix14 and L5cosui /(ivrfVf), r f is
the fluid density, andVf is the acoustic velocity in the fluid.

For layered semispaces, in some case it is advantageous
to use the surface stiffness and compliance matrices.6,13–15

The plane wave reflection coefficientRss for a fluid-loaded
anisotropic solid semi-space is calculated by

Rss5~Sss
332L!/~Sss

331L!, ~6!

FIG. 2. Schematic diagram of the through-transmission method and coordi-
nate systems.~a! Double-through transmission mode with a back reflector,
~b! redraws the back propagation path in~a! considering the reflector as a
mirror.

FIG. 3. The experimental setup of the ultrasonic measurement system.
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whereSss
33 is the~3,3! element in the 333 compliance matrix

for a layered semispace or periodic semi-space.
For the fluid-loaded layered anisotropic structure, the

dispersion equation for leaky Lamb modes is obtained by
equating the denominator of the coefficients~4!–~6! to zero:

~S11
331L!~S22

332L!2S21
33S12

3350; Sss
331L50. ~7!

For computation of the global compliance/stiffness matrix
elements involved in the calculation of the reflection/
transmission coefficients@Eqs.~4!–~6!# and solving the char-
acteristic equations for guided waves we use the recently
developed recursive stiffness matrix method~RSM!,13–15

which is unconditionally stable and has the efficiency of the
transfer matrix method. Using the recursive stiffness matrix
method, we obtain the total stiffnessK and complianceS
matrices for theN-layered anisotropic composite structure
from the exact stiffness/compliance matrix of the laminas.
Alternatively, the total stiffness and compliance matrices are
calculated using the asymptotic recursive stiffness matrix
method~Appendix A!. This last method is simple and effi-
cient and converges to the exact solution as the number of
subdivisions of the thin layers increases~the method does not
require finding the eigenvalues and eigenvectors of the
Christoffel equation!. To obtain the time-domain outputs@Eq.
~1!#, we perform numerical integration of plane wave
reflection/transmission coefficients in the angle and fre-
quency domains determined by the transducer bandwidth and
angle response, which requires extensive computation. To
optimize computational efficiency we take advantage of the
composite’s periodicity and symmetry14 ~Appendix B!.

To facilitate discussion and interpretation of the experi-
mental and simulated results, we will use in Sec. V the con-
cept of Floquet waves. Simulation of their propagation in
periodic anisotropic media by the stiffness matrix method
has been discussed in Refs. 22 and 23. Combining the peri-
odicity condition and cell stiffness matrixK c, one can obtain
the characteristic equation for the Floquet wave in terms of
the stiffness matrix as:

det~ei zhcK21
c 2e2 i zhcK12

c 1K22
c 2K11

c !50, ~8!

wherez represents the Floquet wave number andhc is the
thickness of the periodic unit cell. In the wave number inter-
val 2p,zhc,1p, we can uniquely determine six Floquet
wave numbersz.22 Complex solutions represent nonhomoge-
neous Floquet waves and real solutions are propagating Flo-
quet waves. The sign of the appropriate roots~wave num-
bers! for a given propagation direction are selected based on
the energy propagation direction. The nonpropagating and
propagating Floquet waves are described by stop and pass
bands of the Floquet wave spectrum.

III. EXPERIMENTAL APPROACH

The experimental ultrasonic system is shown schemati-
cally in Fig. 3. It includes an ultrasonic goniometer allowing
immersion double-through-reflection/transmission measure-
ment.26 In the goniometer, the sample can be rotated about
two axes. The change of the incidentu i and orientation
anglesa are digitally controlled, with measurements per-

formed for different incident anglesu i at each orientation
anglea. The reflected or transmitted signals are amplified,
digitized, averaged by a LeCroy 9400 digital oscilloscope,
and collected by the computer through an IEEE-488 inter-
face. The data can be further processed to collect frequency
response and peak-to-peak amplitude information.

The sample used in the experiment is a multidirectional
laminated graphite epoxy composite@0/245/90/45#2s as
shown in Fig. 1. The composite laminate with total thickness
3.1 mm has 16 laminas; the thickness of each lamina is 0.194
mm. As shown in Fig. 1~b!, there is an excess of epoxy
between the laminas forming thin bonding layers~6 mm!. As
we will discuss below the thin bond layer has a strong effect
on the reflected signal at normal incidence.

Our objective is to investigate the reflection/
transmission properties of the composite to optimize its in-
spection and characterization. The ultrasonic reflection and
transmission characteristics are measured as functions of the
incident anglesu i and orientation anglesa of the composite
sample at different frequencies.a is defined as the angle
between the plane of incidence and the fiber direction of the
top lamina as shown in Fig. 1.

IV. RESULTS AND DISCUSSIONS

A. Reflection response at normal incidence

In the normal directionz, all laminas are assumed to
have identical properties~elastic constant C33 and density!;
therefore, the first step is to approximate the medium as a
homogeneous layer. However, for a graphite/epoxy laminate,
there is a very thin residual interfacial epoxy layer between
each lamina~which does not contain fibers! and therefore the
properties of this thin layer are different from those of the
lamina. The presence of this thin residual epoxy layer at each
interface transforms the structure into a periodic layered me-
dium in a normal direction. The unit cell of this periodic
structure is formed by two layers: lamina and thin epoxy
interfacial layer. Figures 4~a! and~b! show experimental and
calculated time domain reflection responses from the
@0/245/90/45#2s composite sample at normal incidence us-
ing two broadband transducers at center frequencies 5 MHz
and 10 MHz. For center frequency 5 MHz, one can clearly
observe the reflection echoes from the front and back sur-
faces of the sample. The reflection response is very similar to
that from an isotropic layer with two parallel surfaces. The
very low amplitude signals~close to baseline level! between
the multiple reflections indicate the scattering noise from the
interfaces between layers; however the influence by thin ex-
cess epoxy layers between different laminas is small. For the
10 MHz transducer, one can still clearly see the multiple
reflections; however there is resonance excitation showing as
a continuous signal between the echoes caused by the signals
reflected from each lamina boundary. The impedance mis-
match between the thin excess epoxy layer and the lamina
causes the reflection. In our theoretical model, we introduce
a 6mm excess epoxy layer between each lamina. The model
predicts the reverberations and agrees very well with experi-
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ment @Fig. 4~b!#. It is obvious that one can measure the
lamina properties such as thickness from the reverberation
signal.

When the wavelengthl is much larger than the cell
thicknesshc (l.2hc) the residual epoxy layer between
laminas does not affect the reflection and transmission and
the composite is acting as a homogeneous layer in the nor-
mal direction. When the wavelength becomes comparable to
or smaller than the cell thickness (l,2hc), due to the peri-
odicity of the assembly of lamina and residual layer the lami-
nate may be considered as a periodic medium. In this case,
one may observe stop and pass bands. The theoretical stop

and pass bands can be calculated using Eq.~8! for a wave
propagating in the normal direction (z). In Fig. 5, the top
curve ~a! shows the calculated stop and pass bands for the
longitudinal wave as function of frequency~bottom axis!.
The corresponding ratio of cell thickness and wavelength is
shown on the top axis. One can see that stop bands appear
when frequency is larger than 7.9 MHz (l.2hc) and the
width of the stop bands increases as frequency increases.
Figure 5~b! shows the reflection spectrum for a wave inci-
dent from fluid onto a periodic semi-space calculated using
Eq. ~6!. The solid line is calculated without attenuation, the
dotted line calculated with attenuation (C3356.310.06i for

FIG. 4. Normal reflection time-domain signals from the multidirectional@0/245/90/45#2s composites.~a! Ultrasonic pulse with center frequency 5 MHz, and
~b! center frequency 10 MHz.

FIG. 5. ~a! Floquet wave pass and stop bands at normal incidence for an infinite periodic medium.~b! Reflection coefficient for wave incident from fluid onto
a semi-space periodic medium. The solid line is calculated without attenuation, the dotted line calculated with attenuation (C3356.310.06i for epoxy layer!.
The open circles are the experimental spectrum of the gated signal shown in Fig. 4~b!. The experimental spectrum is not deconvolved and includes the
transducer response. The periodic medium is@0/245/90/45# composite including a 6mm epoxy layer at each interface.~c!, ~d! Calculated reflection spectrum
for wave incident from fluid onto a semispace with random thickness of the residual epoxy layer between composite laminas, distributed uniformly between
5 and 7mm. No attenuation in~c! and with attenuation in~d!.
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epoxy layer! and the open circles are the spectrum corre-
sponding to the gated time domain signal indicated in Fig.
4~b!. It can be seen that, if attenuation is not considered, the
reflection amplitude is equal to unity at the stop-bands zones
and at the end of the stop zones the reflection coefficient
suddenly drops almost to zero. As a result of the stop and
pass bands phenomena in the frequency domain the periodic
medium acts as a filter. One has to select the signal fre-
quency very carefully according to the application to avoid
or exploit these stop and pass band effects. As shown in Fig.
4~b!, the received reverberation due to the first stop band
may overlap the reflection from an inside defect in the lami-
nas. However, gating these reverberations and obtaining the
resonance frequency is used to evaluate the averaged thick-
ness of the lamina with the interface residual epoxy layer.

The structure geometry discussed above assumed that
the residual layer between each composite lamina has the
same properties. Therefore the residual and composite layers
form a perfect periodic structure. If the interface properties
such as the layer thickness randomly vary, they form a ran-
dom ‘‘quasi-periodic’’ medium. Figures 5~c!, ~d! show the
reflection coefficient for a wave normally incident from fluid
onto this ‘‘quasi-periodic’’ semi-space. In this calculation, we
assume the thickness of the residual layer is a random vari-
able with uniform distribution between 5mm to 7 mm (6
61 mm). As shown in these figures, the variation of the
residual layer thickness has little effect on the stop and pass
band positions. However, it introduces random sound rever-
beration and scattering in the pass bands. This reverberation
is extremely high in the pass band for the interface layers
without attenuation@Fig. 5~c!#; however it is significantly
reduced if one adds attenuation for the epoxy layer@Fig.
5~d!#. The ‘‘quasi-periodic’’ media in this content have been
studied in detail by Lu and Achenbach29 where they consid-
ered a random imperfect interface modeled by spring bound-
ary conditions between composite laminas. As was discussed
by Lu and Achenbach,29 due to the interface randomness the
transmittivity in the pass zones decreases with frequency in-

crease; in our case this is exhibited by noise level increases
as one can observe in Fig. 5~d!.

B. Oblique incidence response

The interpretation by Floquet wave theory of the phe-
nomena observed at normal incidence is quite straightfor-
ward. The oblique incidence discussed in this section is
much more complicated. Figure 6 shows experimental re-
sults for the double through transmission amplitude from 0°
to 80° incident angle at four orientation anglesa: 0°, 25°,
225°, 90° for the same composite sample. The incident
wave is a pulse with center frequency 2.25 MHz. From these
figures one can observe that the transmission amplitude
drops very fast when the incident angle changes from 0 to 10
degrees. Sharp amplitude drop in this range is nearly inde-
pendent of the incident plane orientation anglea and is ex-
plained by the very large difference of the in-plane and out-
of-plane lamina elastic anisotropy~Table I!. At incident
angles between 20 and 40 degrees, there is almost no trans-
mitted energy. Then a very obvious transmission peak
emerges around 50 degrees and its maximum position and
amplitude changes for different orientation angles. It must be
noted that at 25° orientation angle there is another transmis-
sion peak around 15° incident angle. The time domain sig-
nals at several incident angles for the top lamina orientation
a525° are shown in Figs. 7~a!, 7~b!. The theoretical results
indicated by the solid lines are calculated using the double-
through-transmission beam model@Eq. ~1!# with beam size
Bt56 mm and material properties given in Table I. One can
see that the agreement with experimental results is very
good. At normal incidence(0°), the first transmitted and

FIG. 6. Measured peak amplitude of double transmission signal versus in-
cident anglea at different orientation anglesa. ~a! a50°, ~b! a525°, ~c!
a5225°, ~d! a590°. Center frequency of the input signal is 2.25 MHz.

TABLE I. Properties of one lamina.

Elastic constants of one lamina~GPa!

C11 143.2-1.4i
C225C33 15.8-0.5i
C12 7.5-0.1i
C23 8.2-0.1i
C55 7.0-0.3i
Density ~g/cm3! 1.6
Thickness~mm! 0.194

FIG. 7. Experimental~open circles! and theoretical~solid lines! time do-
main signal of different incident angles. The rotation anglea is 25° and
center frequency of the signals is 2.25 MHz.

2587J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 L. Wang and S. I. Rokhlin: Ultrasonic waves in composites



multiple reflection echoes are very clear and there are no
reverberation signals due to reflections from the excess ep-
oxy layers between the laminas. At 14° incident angle, the
transmitted signal reaches the first maximum and clearly ex-
hibits dispersion. The amplitude drops after 14° and becomes
almost the same as the base level signal at 30°. From the 30°
incident angle the transmitted signal amplitude increases
again and reaches a second maximum at 50°. Spectrum
analysis shows that the transmitted signal has a center fre-
quency of about 2 MHz at 50° incident angle.

To further investigate the transmission properties of the
composite, double-through-transmission measurements were
carried out at orientation angles from 0° to 180° with steps
of 1°. The transmission peak amplitude is represented in the
image of Fig. 8~a!. In this image, the radial direction repre-
sents the incident angleu and the circumferential direction
represents the orientation anglea. The gray level represents
the amplitude; the darker the gray level, the higher the am-
plitude level. Figure 8~b! shows the corresponding theoreti-
cal transmission peak amplitude distribution calculated for
the composite laminate using Eq.~1!. By comparing both the
calculation and experimental results, one can see the follow-
ing: ~1! The double-through-transmission amplitude has
180° rotation symmetry;~2! It has no reflection symmetry~a
and 2a); ~3! At incident angles close to normal incidence
(,7°), themultidirectional composite is similar to an iso-
tropic layer; ~4! It is very interesting that both experiment
and theoretical calculation agree very well that there is a
transmission peak when 10°,u,20° and 10°,a,75°.
The transmitted signals at this peak are clearly dispersion
signals;~5! Larger transmission amplitude also appears at a
larger incident angle between 45° to 55°. Within this range,
the maximum transmission amplitude depends on rotation
angle. Maximum values appear around rotation angle 22°
and 60°.

For the pulse signal with 2.25 MHz center frequency, it
is clearly shown from Figs. 7 and 8 that there is an incident
angle range around 50° allowing the energy to be transmit-
ted. But it is also very important to know whether this trans-

mission peak exists when the frequency increases. Figure 9
compares the double transmission amplitude for both 2.25
MHz pulse and 5 MHz tone burst signal cases at orientation
angle 45°. At 5MHz, very little energy is transmitted through
the composite laminate around incident angleu550°. The-
oretical calculation also shows similar results. This puts a
limit on using higher frequency signals for oblique measure-
ments on this composite laminate.

Above we described experimentally and theoretically
the transmission phenomena for quasi-isotropic composites
with @0/245/90/45# cells. Here we will show theoretically
the generality of these results for other quasi-isotropic com-
posites which are made of four angles 0°, 90° and645°.
There are 24(4333231) possible lay-ups for the cells.
However, these cells are related to each other by coordinate
transformation. For example,@45/90/245/0# can be obtained
by rotating@0/45/90/245# by 45°. @0/245/90/45# and@0/45/
90/245# are symmetrical about 0°. Considering these prop-

FIG. 8. Effects of rotation~a! and in-
cident angles~u! on the double trans-
mission peak amplitude for the 3.1
mm @0/245/90/45#2s composite. The
transducer center frequency is 2.25
MHz. The brightness represents the
transmission amplitude value.~a: ex-
periment, b: theory.!

FIG. 9. Peak amplitude of double transmission signal versus incident angle
u at orientation anglea545° for the@0/245/90/45#2s composite for a tone
burst with center frequency of 2.25 MHz and 5 MHz. The amplitude is
normalized by the peak amplitude in normal incidence. The solid and dotted
lines represent simulations and symbols~cross and open circles! are experi-
mental results.
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erties, there are only three independent cells@0/245/90/45#,
@0/45/245/90# and @0/90/45/245#. The behaviors of other
cells can be deduced from these three cells by symmetry
operations. Therefore, we only need to investigate the trans-
mission properties of the three independent cells versus ori-
entation and incident angles. Figure 10 shows polar diagrams
of the theoretical transmission peak amplitude distribution
for composites@0/90/45/245#2s and @0/45/245/90#2s. The
parameters used to calculate this figure are the same as those
for Fig. 8~b!. Comparing with the results for the composite
@0/45/90/245#2s given in Fig. 8~b!, one can see the main
transmission features~four main divided ranges! are similar
for these three composite cells.

These features listed above are important for composite
evaluation and deserve better investigation. First, we con-
sider a composite as an infinite repetition of cells@0/45/90/
245#. The relation between transmission peak amplitude dis-
tribution and Floquet wave pass and stop bands is discussed
in Sec. V.

V. INTERPRETATION OF OBLIQUE THROUGH-
TRANSMISSION SPECTRA

A. Floquet wave stop and pass bands

As mentioned before, multidirectional composites are
usually made by a repetition of one unit cell. In order to
interpret the general transmission features described above,
let us first consider the composite as an infinite periodic me-
dium. The waves propagating in such a medium are Floquet
waves.4,6,17–23The relation between Floquet wave numberz
and cell stiffness matrixK c is given by the characteristic Eq.
~8!. Due to the 2p periodicity of ei zhc, the Floquet wave
numberz is not uniquely defined. In the wave number inter-
val 2p,zhc,1p for given (v,kx ,a), we can uniquely
determine six Floquet wave numbersz i ( i 51,...,6) as roots
of Eq. ~8!. For generally anisotropic material all six roots
may be different. Three of them,z i ( i 51,...,3), correspond
to waves propagating~energy flux direction! or decaying
along the1z direction and the other threez i ( i 54,...,6) to
waves propagating or decaying in the2z direction. Since the

z axis is a symmetry axis for the composites shown in Fig. 1,
the wave numbers of the three Floquet waves propagating in
the 1z direction have the same values as those propagating
in the 2z direction with only change of signz i52z i 13 ( i
51,...,3). Therefore we need only consider the three inde-
pendent Floquet waves. Real wave numbers correspond to
propagating Floquet waves, while complex wave numbers
are associated with waves whose amplitudes decay exponen-
tially along either the positive or negative direction of the
z-axis. The Floquet wave numbers are related to frequency
v, horizontal wave numberkx , orientation angle~a! and cell
properties. The values (v,kx ,a) for which z is real form the
pass bands and those for whichz is complex form the stop
bands. In order to compare with the transmission peak am-
plitude distribution shown in Fig. 8, the horizontal wave
number kx can be transformed to an equivalent incident
angle u i from water based on Snell’s law sin(ui)5kxVf /v.
Figure 11~a! shows the Floquet wave stop and pass bands in
the frequency and incident-angle domains. The four gray lev-
els represent the number of Floquet waves with real wave
number. White represents the stop band for all three Floquet
waves ~complex wave numbers! and black corresponds to
the pass band for all. As discussed in Ref. 22, in the low
frequency range the multidirectional composite can be ho-
mogenized. The upper frequency boundf h of the homogeni-
zation domain is given by

hc

lmin~u i !
cosu i,0.5 or f h,

0.5Vmin~u i !

hc cosu i
, ~9!

wherelmin and Vmin5v/kmax are the minimum wavelength
and velocity at a given incident propagation angleu i among
all the bulk waves in each lamina of the cell.hc is the cellth-
ickness. At incident angles close to normal, since the prop-
erties in thez-direction are the same for all laminas the pass
bands dominate~we neglect the residual epoxy layer in con-
sidering the oblique incident wave because the frequency
used is less than 7.9 MHz!. As one can see from Eq.~9! the
first stop band appears at cell thickness half the wavelength.
For larger incident angles, because waves are propagating
almost completely along thex direction, the wave number in

FIG. 10. Calculated transmission peak
amplitude distribution as a function of
orientation anglea and incident angle
u for an ultrasonic pulse with center
frequency 2.25 MHz for different
composite cells.~a! @0/90/45/245#2s,
~b! @0/45/245/90#2s.
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thez direction is smaller, i.e., cosui will be small in Eq.~9!;
therefore the homogenization domain is extended to much
higher frequencies at larger incident angles as shown in Fig.
11~a! and one pass band still exists although total stop bands
~white area! already appear at small and intermediate inci-
dent angles. At intermediate incident angles, a complicated
pass and stop band spectrum exists and it is dominated by
stop bands. Similar to the normal incidence case, these stop
bands will behave as filters in both frequency and incident
angle domains and lead to a significant distortion of time-
domain transmitted signals, as shown in Fig. 7 at incident
angle 14°.

Figure 11~b! shows the stop and pass bands of the three
Floquet waves as a function of incident angleu i and rotation
angle~a! at frequency 2.25 MHz for the@0/245/90/45# cell.
As can be seen, all three Floquet waves have a pass band at
small incident angles~black circle at the center! at this fre-
quency. The size of this pass band is dependent on frequency
as shown in Fig. 11~a!. Below the homogenization zone, the
size is determined by the first critical angle of the Floquet
wave. At higher frequency, the size of this pass band can be
determined approximately by the smallest critical angle of
the laminas in the cell. A pass band for one of the Floquet

waves which is almost independent of rotation angle appears
at incident angles from 40° to 60°. Comparing this figure
with the transmission amplitude distribution shown in Fig. 9,
one can see that the pass and stop bands of the Floquet wave
determine the transmission amplitude distribution. Large
transmission coefficient appears at incident angles within the
pass band.

B. Floquet wave critical angles

Within the low frequency domain, the composite is con-
sidered as an effective homogeneous medium, where similar
to homogeneous media, one can observe three critical angles
as shown in Fig. 11~a! ~they are indicated by arrows on the
vertical axis!. These critical angles determine the transmis-
sion range for each mode in the incident angle domain. For
applications, it is important to estimate these angles for the
wave transmission analysis in the homogenization domain
and for an incident angle selection.

To find these angles, let us first consider for simplicity a
periodic medium whose cell has only two isotropic layers as
shown in Fig. 12~a!. We also consider only the propagation
of an SH wave and assume that the velocityV1 in layer one

FIG. 12. ~a! A simple model for ho-
mogenization domain estimation. The
cell has only two layers and only the
SH wave is considered.~b! Floquet
wave stop and pass bands for the two
layer isotropic model. The horizontal
dashed line shows the critical angle
N851. The dashed vertical line indi-
cates the upper bound of the homog-
enization domainh50.5.

FIG. 11. Pass and stop bands of the
three Floquet waves for an infinite pe-
riodic @0/245/90/45# composite. P in-
dicates the pass band at larger incident
angle (45° – 60°).~a! As a function of
incident angleu and frequency, the
propagating plane is oriented along
0°. Arrows on the vertical axis indi-
cate the three critical angles. The three
dashed horizontal lines show the esti-
mated critical angles and the dashed
curve presents the estimated frequency
upper bound of the homogenization
domain.~b! As a function of incident
angleu and orientationa frequency is
2.25 MHz. ~black: three propagating
waves, gray: one or two propagating
waves, white: stop band, no propagat-
ing waves permitted.! ‘‘P’’ indicates
the pass band at larger incident angle
at 2.25 MHz.
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is smaller than the velocityV2 in layer two while the density
and thicknessh/2 are the same for both layers. Let us define
nondimensional parametersh5(kz1h/2p), N5(kz2 /kz1)
~for realkz) andN85@ Im(kz2)/kz1#, wherekz1 andkz2 are the
z-direction~normal! components of the wave number in lay-
ers one and two respectively. The first two Floquet wave pass
and stop bands for this system are shown in Fig. 12~b!. From
this figure, one can see that the critical angle at zero fre-
quency is given byN851.

To clarify the physical meaning of the critical angle cri-
terion N851 at zero frequency, let us consider the static
homogeneous periodic medium with the two-layer cell
shown in Fig. 12. The static effective modulusGeff is given
by

Geff5~h11h2!G1G2 /~h1G21h2G1!. ~10!

h1 andh2 are the thicknesses andG1 andG2 are the moduli
of the cell layers one and two respectively. If we assume
thicknessh15h2 and densityr15r2 as discussed above,
then Eq.~10! can be written in terms of the effective veloci-
ties for the periodic medium

Veff
2 52V1

2V2
2/~V1

21V2
2!. ~11!

Now, let us select any slow speedV1 layer in the system and
consider the media above and below it as effective media.
One can find a critical angleuFl

cr for this effective homoge-
neous mediumVeff . Applying Snell’s law to the effective
medium and to the slow and fast layers in the cell we have

sinu1

V1
5

sinu2

V2
5

1

Veff
5

AV1
21V2

2

&V1V2

. ~12!

Thus at the Floquet wave critical angle, thekz projection of
the wave numbers in each layer of the cell satisfy the condi-
tion:

kz15
v

V1
A12sin2 u15

v

V2
Asin2 u2215 ikz2 ; and N851.

~13!

This is also applied to a periodic semi-space loaded by fluid
with velocity V0 ; the critical angle for the incident wave is
given byuFl

cr5sin21(V0 /Veff).
As frequency increases, energy becomes more and more

localized in the slow layers because the wave in the fast layer
is a nonpropagating wave and the decay rate increases with
frequency. This decreases the contribution of the fast layer in
Eq. ~10! and the reduction of the effective modulus, so the
critical angle will decrease with frequency as shown in Fig.
12~b!. The above discussion provides a very clear interpreta-
tion of the critical angle for Floquet waves and shows that it
is closely related to the behavior of the effective homoge-
neous medium: i.e., in the homogenization domain@Eq. ~9!#
the ultrasonic response is absolutely identical in the actual
periodic medium and a properly-introduced effective
medium.22

When a cell is built from two anisotropic laminas, the
wave numberkz is not only dependent on incident angle~or
the wave number projectionkx) but also on the incident
plane orientation. In this case the three critical angles are
given by N85@ Im(kz1

L,T)/kz2
L,T#51, whereL,T denotes quasi-

longitudinal and quasi-transverse modes~the values of the
critical angles in this approximation are shown in Fig. 11~a!
by the horizontal dashed lines!.

To show the effect of the critical angles, we have com-
pared the pulse peak transmission amplitude for the quasi-
isotropic composite with those for a unidirectional composite
of the same thickness and incident plane orientation 0°, 45°
and 90° to the fiber direction in Fig. 13. The center fre-
quency of the input signal is 2.25 MHz. The critical angles
are marked ‘‘L0’’ and ‘‘S0’’ for the @0# unidirectional lamina,
‘‘L 90’’ and ‘‘S90’’ for the @90# lamina and ‘‘L45’’ and ‘‘S45’’ for
the @45# lamina on the corresponding transmissitivity curves
~here ‘‘L’’ denotes the longitudinal wave and ‘‘S’’ shear
waves critical angles!. To compare with the experiment we
simulated a tone burst signal; for this reason the transmittiv-
ity curves have a smooth transition through the critical
angles. ‘‘F1 ,’’ ‘‘F 2’’ and ‘‘F 3’’ are the Floquet wave critical
angles for the quasi-isotropic composite. For the unidirec-
tional composites, initially the peak transmitted amplitude
decreases with the incident angle and reaches the first mini-
mum at an incident angle slightly less than the longitudinal
critical angle. This minimum is formed when with increase
of incident angle the transverse wave becomes the dominant
energy carrier in the composite. Between the critical angles,
there is always a peak in the transmission amplitude. For the
quasi-isotropic composite, initially the amplitude also de-
creases and reaches a minimum around the first F1 Floquet
wave critical angle. There is also a transmittivity peak before
the third F3 Floquet wave critical angle. The first critical
angle for the Floquet wave is above the critical angle L0 and
almost coincides with the L45 ~longitudinal critical angle for
45° rotated unidirectional composite!. F3 almost coincides
with the third critical angle S45

III and is below the second
critical angle S90. The transmittivity peak for the quasi-
isotropic composite is slightly above the transmittivity peak

FIG. 13. Calculated transmission peak amplitude distribution as a function
of incident angleu for an ultrasonic pulse with center frequency 2.25 MHz
for unidirectional composites@0#4 , @90#4 and @45#4 , and quasi-isotropic
composites@0/245/90/45#2s. The critical angles are marked ‘‘L0’’ and ‘‘S0’’
for the @0# unidirectional lamina, ‘‘L90’’ and ‘‘S90’’ for the @90# lamina and
‘‘L 45’’ and ‘‘S45

II , ’’ ‘‘S 45
III ’’ for the @45# lamina. ‘‘L’’ denotes the longitudinal

wave and ‘‘S’’ transverse waves. ‘‘F1 ,’’ ‘‘F 2 ,’’ and ‘‘F 3’’ are the Floquet
wave critical angles for the quasi-isotropic composite.
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through the 45° composite corresponding to a slow quasi-
transverse wave between the second S45

II and the third S45
III

critical angles.

C. Examples for finite thickness composites

The Floquet wave stop and pass bands are characteris-
tics of an infinite periodic medium. One can expect for a
finite thickness composite laminate that the number of cells
will affect the dependence of transmission amplitude on
angle and frequency. As shown in Fig. 11~a!, the structure of
the Floquet wave stop and pass bands depends significantly
on frequency. If the frequency of the incident signal is below
the homogenization frequency~typically around 1 MHz for
@0/245/90/45# composites!, as discussed in Ref. 23, one can
treat the laminate as a homogeneous layer. Figure 14~a!
shows, as in Fig. 8, a computed transmission peak amplitude
polar diagram for a@0/245/90/45#2s composite, but at 0.5
MHz center frequency. One can see that the transmission
amplitude is almost independent of orientation angle~a! due
to the quasi-isotropic properties of this composite. A larger

transmission amplitude at intermediate incident angle
(20° – 40°) also exists due to the absence of Floquet wave
stop bands at this frequency. Figure 14~b! shows the trans-
mission peak amplitude polar diagram at 5 MHz center fre-
quency for the same composite. The complicated distribution
of Floquet wave stop and pass bands prevents wide band
signal transmission at this frequency and the transmission
window at larger incident angle 50° observed for 2.25 MHz
becomes much smaller.

Figures 15~a! and~b! show the transmission peak ampli-
tude distribution for composites@0/245/90/45#s and @0/
245/90/45]8s respectively at center frequency 2.25 MHz.
Comparing these figures with Fig. 11~b!, one can see that for
the @0/245/90/45#s composite the transmission window at
larger incident angle becomes wider and its width depends
strongly on the orientation angle; there are also transmission
windows at intermediate incident angles with more compli-
cated patterns. As the repetition number increases, as shown
for the @0/245/90/45#8s composites in Fig. 15~b!, only the
transmission window at larger incident angle exists. This

FIG. 14. Calculated transmission peak
amplitude distribution as a function of
orientation anglea and incident u
angles for the@0/245/90/45#2s com-
posite for an ultrasonic pulse with cen-
ter frequencies~a! 0.5 MHz and~b! 5
MHz.

FIG. 15. Calculated transmission peak
amplitude distribution as a function of
orientation anglea and incident angle
u for an ultrasonic pulse with center
frequency 2.25 MHz. Effect of number
of cell repetitions on transmission am-
plitude. ~a! @0/245/90/45#s , ~b! @0/
245/90/45#8s.
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window, as discussed above, corresponds to the pass band
‘‘P’’ of the Floquet wave spectra given in Fig. 11~b!. For a
larger number of repetitions, material damping also plays an
important role and significantly reduces the size of this trans-
mission window.

D. Effect of randomization in composite lay-up

Due to use of low frequencies for oblique incident wave
the effect of residual epoxy layer, discussed in Sec. IV. A, is
negligible; however the effect of lamina anisotropy is signifi-
cant. In the previous discussion, we assumed perfect lay-up
of the lamina orientation. To show the effect of possible ran-
dom misalignments of the lamina orientation, we calculate
the transmission pulse peak amplitude for three composites
@0#16, @90#16, @0/90#4s with different randomness of the
lamina lay-up as shown in Fig. 16. The transducer center
frequency is 2.25 MHz. The random lay-ups are obtained by
adding a random number for each lamina orientation angle in
the original lay-up sequence. The random angle deviation
number is uniformly distributed between1b° and 2b°.
The valueb° represents the magnitude of the randomness
(60° corresponds to the perfect lay-up and690° to the
completely random lay-up!. Ten independent random angle
deviation sets were generated for eachb deviation range. For
each set of angle distributions the ultrasound transmittivity
through the random laminate has been calculated and the
result shown in Fig. 16 is the average transmittivity of the
ten sets.

Figure 16~a! presents the results for a unidirectional
composite@0#16 with 16 laminas. For@0#16 composite, when
all laminas are oriented at 0°, large transmission is observed
between the first and second critical angles~see Fig. 13!. If

one introduces a random variation in the orientation of each
of the 16 laminas, the transmission amplitude in this range
decreases as randomness~b! increases. This is accompanied
by the appearance of another transmission window at an in-
cident angle slightly above the second critical angle~Fig. 13!
and slight increase of the first critical angle with increase of
randomness. Finally for completely random lay-up, the trans-
mission amplitude becomes very similar to that of the regular
@0/245/90/45#2s quasi-isotropic composites. Figure 16~b!
shows the results for the@90#16 composite. In this case, the
randomness lay-up reduces the transmittivity in the interme-
diate incident angle (10° to 40°) of the@90#16 composite by
reducing the first critical angle and formation of a wide stop
band zone. Similarly the results for the@0/90#4s composite
@Fig. 16~c!# show transmittivity reduction in this range of
angles. From these figures, one can see that introduction of
randomness in the lamina lay-up diminishes the wave trans-
mittivity in the intermediate incident angle range and makes
the transmission peak amplitude distribution similar to that
of the @0/245/90/45#2s quasi-isotropic composite.

It is very interesting that for all these cases with the
increase of the rangeb of the random angle misalignment
the averaged angle transmittivity response statistically con-
verges to that for the regular quasi-isotropic lay-up@0/
245/90/45#2s. This is illustrated by the histogram of nor-
malized transmission amplitude for 105 completely random
lay-up sets (b590°) at the transmittivity peak (46° incident
angle!. The transmission amplitude of the regular composite
@0/245/90/45#2s, averaged over orientation anglea from 0°
to 360 °e is 0.291, is indicated by the vertical dashed line. It
is positioned at the maximum of the distribution for the ran-
dom lay-up composite~Fig. 17!.

FIG. 16. Effect of lamina lay-up ran-
domness on the averaged transmission
pulse amplitude; for each angle~b! de-
viation range it is averaged over ten
independent random angle deviation
lay-up sets. The magnitudes of ran-
domness are indicated in the legend by
deviation angle range6b° (610°,
630°,640°,650°,670°,690°).
60° represents perfect lay-up and
690° corresponds to fully random
lay-up. The center frequency of the ul-
trasonic pulse is 2.25 MHz and com-
posite orientation anglea50° relative
to the incident wave plane. The solid
circles are the results for a quasi-
isotropic composite@0/245/90/45#2s

with perfect lay-up.~a! Unidirectional
composite @0#16 with different ran-
domness in the lamina lay-up.~b! Uni-
directional composite@90#16 with dif-
ferent randomness. ~c! Cross-ply
composite@0/90#4s with different ran-
domness. In all cases the transmission
angle spectra statistically converge to
that of the regular quasi-isotropic
composite.
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At relatively lower frequency, 2.25 MHz, the lay-up ran-
domness in the@0/245/90/45#2s quasi-isotropic composite
introduces only small deviations in the angle transmittivity
spectrum relative to the composite with perfect alignment.
As shown in Figs. 8 and 10, at this frequency the transmit-
tivity of quasi-isotropic composites slightly varies with com-
posite orientation anglea and has some regular transmittiv-
ity patterns in the intermediate incident angle range. The
transmittivity of a composite with full random lay-up is in-
dependent of composite orientation to the incident plane. The
transmittivity through such a random composite in relation to
a perfect lay-up quasi-isotropic composite will be averaged
over composite orientation anglea.

VI. CONCLUSION

Both modeling and experimental results show compli-
cated features of wave propagation in a 16-layer quasi-
isotropic composite@0/245/90/45#2s. Good agreement is

observed between theoretical and experimental results.
While for static mechanical properties this material is trans-
versely isotropic with isotropy axis perpendicular to the
composite surface, the ultrasonic response exhibits mono-
clinic symmetry at frequency above 2 MHz. In this fre-
quency range the ultrasonic wave transmission decays very
fast with increasing deviation of the incident angle from the
normal direction. A transmission window is found at about
50° at central frequency 2.25 MHz. This makes it possible to
use obliquely incident waves for composite evaluation. How-
ever the ultrasonic behavior is highly frequency dependent
and scattering is significant for wave propagation at higher
frequencies. These transmission phenomena have been inter-
preted in terms of Floquet waves. The effect of random de-
viation of the laminated structure periodicity has also been
discussed:~a! randomness of the thickness of the residual
epoxy layer and~b! randomness in the misalignment angle in
lamina lay-up in the composite structure. The variation of the
residual layer thickness does not change the overall stop and
pass band structure at normal incidence, but introduces ran-
dom scattering in the pass bands. With increase of random-
ness in the lamina angle misalignment the averaged angle
transmittivity response statistically converges to that for the
regular quasi-isotropic lay-up@0/245/90/45#2s.

ACKNOWLEDGMENT

The authors are grateful to Q. Xie who assisted with
collecting the experimental data shown in Fig. 8~a!.

APPENDIX A. ASYMPTOTIC METHOD: RECURSIVE
ASYMPTOTIC STIFFNESS MATRIX METHOD
„RASM… FOR WAVE PROPAGATION IN
MULTILAYERED COMPOSITES

Wang and Rokhlin described15 an asymptotic recursive
stiffness matrix method based on a simple second-order so-
lution for elastic wave interaction with a thin anisotropic
layer.30 For a monoclinic homogeneous layer, the second-
order asymptotic stiffness matrix can be written as

K115F 2Ks12bC111M 2Ks32bC16 ~C552C13!a

2Ks32bC16 2Ks22bC661M ~C452C36!a

~C132C55!a ~C362C45!a 2Kn32bC551M
G ,

K225F Ks11bC112M Ks31bC16 ~C552C13!a

Ks31bC16 Ks21bC662M ~C452C36!a

~C132C55!a ~C362C45!a Kn31bC552M
G ,

~A1!

K125F Ks12bC111M Ks32bC16 ~C551C13!a

Ks32bC16 Ks22bC661M ~C451C36!a

~C131C55!a ~C361C45!a Kn32bC551M
G ,

K215F 2Ks11bC112M 2Ks31bC16 ~C551C13!a

2Ks31bC16 2Ks21bC662M ~C451C36!a

~C131C55!a ~C361C45!a 2Kn31bC552M
G ,

FIG. 17. Histogram of normalized transmission amplitude for completely
random lay-up at 46° incident angle (105 composite lay-up sets,b590°).
The center frequency of the ultrasonic pulse is 2.25 MHz. The transmission
pulse amplitude at maximum transmittivity (46°) for the regular@0/
245/90/45#2s composite is indicated by the vertical dashed line~it is aver-
aged over orientation anglea from 0° to 360°).

2594 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 L. Wang and S. I. Rokhlin: Ultrasonic waves in composites



where Ks15C55/h, Ks25C44/h, Ks35C45/h, Kn3

5C33/h, b5kx
2h/4, a5 ikx/2, M5rv2h/4; CIJ are the elas-

tic constants in compact form.
For computations the lamina is subdivided into a set of

thin layers and the stiffness matrices of the lamina and of the
total layered structure are obtained from the thin layer stiff-
ness matrix~A1! using the recursive algorithm.14 The solu-
tion has been demonstrated to be efficient and convergent to
the exact solution.15

APPENDIX B. PERIODICITY AND SYMMETRY

For materials with structural periodicity, which is the
case for most composites, the recursive method allows very
efficient computation of the total stiffness matrix. Let us in-
troduce a repetitive cell consisting ofn different anisotropic
layers; we define it as@u1 /u2 /......un21 /un#ps . Hereu i in-
dicates a layer in the cellp with the ply orientation angleu i .
The index p indicates the number of cells in the layered
structure without symmetry or half of the layers for the sys-
tem with symmetry; the indexs indicates the structure sym-
metry. Using the recursive algorithm,14 one first calculates
the compliance/stiffness matrix of the layered cell. The glo-
bal compliance/stiffness matrix is calculated accounting for
the repetition of the cells. Ifp52i , then only i recursive
operations are required to obtain the total compliance/
stiffness withp repetitive cells. If the structure is symmetric
about its centerline, the total compliance/stiffness matrix
MB(M i j

B) of the bottom half of the structure is related to that
of the top half structureMT(M i j

T ) as

M i j
B52I2M ~32 i !~32 j !

T I2 , ~ i , j 51,2!, ~B1!

where

I25F 1 0 0

0 1 0

0 0 21
G .

Therefore, once the compliance/stiffness matrix for the top
half structure@u1 /u2 /......un21 /un#p has been calculated,
the stiffness matrix for the bottom half can be immediately
determined by Eq.~B1!.

1J. D. Achenbach, ‘‘Wave Propagation in Fiber Reinforced Composites,’’
Ch. 8 inComposite Materials, Vol. 2, Mechanics of Composite Materials,
edited by G. P. Sendeckyi~Academy Press, New York, 1974!.

2A. K. Mal and T. C. T. Ting, Eds.,Wave Propagation in Structural Com-
posites, ASME–AMD, Vol. 90 ~ASME, New York, 1988!.

3S. I. Rokhlin, T. K. Bolland, and L. Adler, ‘‘Reflection and refraction of
elastic waves on a plane interface between two generally anisotropic me-
dia,’’ J. Acoust. Soc. Am.79, 906–915~1986!.

4A. H. Nayfeh,Wave Propagation in Layered Anisotropic Media~North-
Holland, New York, 1995!.

5A. H. Nayfeh and D. E. Chimenti, ‘‘Elastic wave propagation in fluid-
loaded multiaxial anisotropic media,’’ J. Acoust. Soc. Am.89, 542–554
~1991!.

6S. I. Rokhlin and L. Wang, ‘‘Ultrasonic waves in layered anisotropic me-
dia: Characterization of multidirectional composites,’’ Int. J. Solids Struct.
39, 4133–4149~2002!.

7A. H. Nayfeh, ‘‘The general problem of elastic wave propagation in mul-
tilayered anisotropic media,’’ J. Acoust. Soc. Am.89, 1521–1531~1991!.

8D. E. Chimenti and A. H. Nayfeh, ‘‘Ultrasonic reflection and guided wave
propagation in biaxially laminated composite plates,’’ J. Acoust. Soc. Am.
87, 1409–1415~1990!.

9A. K. Mal, ‘‘Wave propagation in layered composite laminates under pe-
riodic surface loads,’’ Wave Motion9, 231–238~1988!.

10L. Wang, S. I. Rokhlin, and N. N. Hsu, ‘‘Time resolved line focus acoustic
microscopy of composites,’’ inReview of Progress in Quantitative Non-
destructive Evaluation, edited by D. O. Thompson and D. E. Chimenti
~Plenum, New York, 1998!, Vol. 18B, pp. 1321–1328.

11S. K. Datta,Comprehensive Composite Materials, Vol. 1, edited by T. W.
Chou ~Elsevier, New York, 2000!, Chap. 1.18, pp. 511–558.

12G. R. Liu and Z. C. Xi,Elastic Waves in Anisotropic Laminates~CRC
Press LLC, Boca Raton, FL, 2001!.

13L. Wang and S. I. Rokhlin, ‘‘Stable reformulation of transfer matrix
method for wave propagation in layered anisotropic media,’’ Ultrasonics
39, 407–418~2001!.

14S. I. Rokhlin and L. Wang, ‘‘Stable recursive algorithm for elastic wave
propagation in layered anisotropic media: stiffness matrix method,’’ J.
Acoust. Soc. Am.112, 822–834~2002!.

15L. Wang and S. I. Rokhlin, ‘‘Recursive asymptotic stiffness matrix method
for analysis of surface wave devices on layered piezoelectric media,’’
Appl. Phys. Lett.81, 4049–4052~2002!.

16D. E. Chimenti, ‘‘Guided waves in plates and their use in materials char-
acterization,’’ Appl. Mech. Rev.50, 247–284~1997!.

17A. M. Braga and G. Herrmann, ‘‘Floquet waves in anisotropic periodically
layered composites,’’ J. Acoust. Soc. Am.91, 1211–1221~1992!.

18C. Potel and J. Belleval, ‘‘Propagation in an anisotropic periodically mul-
tilayered medium,’’ J. Acoust. Soc. Am.93, 2669–2676~1993!.

19C. Potel, J. Belleval, and Y. Gargouri, ‘‘Floquet waves and classical plane
waves in an anisotropic periodically multilayered medium: Application to
the validity domain of homogenization,’’ J. Acoust. Soc. Am.97, 2815–
2836 ~1995!.

20P. J. Shull, D. E. Chimeti, and S. K. Datta, ‘‘Elastic guided waves and the
Floquet concept in periodically layered plates,’’ J. Acoust. Soc. Am.95,
99–105~1994!.

21A. Auld, D. E. Chimenti, and P. J. Shull, ‘‘Shear horizontal wave propa-
gation in periodically layered composites,’’ IEEE Trans. Ultrason. Ferro-
electr. Freq. Control43, 319–326~1996!.

22L. Wang and S. I. Rokhlin, ‘‘Floquet wave homogenization of periodic
anisotropic media,’’ J. Acoust. Soc. Am.112, 38–45~2002!.

23L. Wang and S. I. Rokhlin, ‘‘Floquet wave ultrasonic method for determi-
nation of single lamina moduli in multi-direction composites,’’ J. Acoust.
Soc. Am.112, 916–924~2002!.

24D. E. Chimenti and S. I. Rokhlin, ‘‘Relation between leaky Lamb modes
and reflection coefficient zeros for a fluid-coupled elastic layer,’’ J. Acoust.
Soc. Am.88, 1603–1612~1990!.

25L. Wang, B. Xie, and S. I. Rokhlin, ‘‘Determination of embedded layer
properties using adaptive time-frequency domain analysis,’’ J. Acoust.
Soc. Am.111, 2644–2653~2002!.

26S. I. Rokhlin, Q. Xie, Y. Liu, and L. Wang, ‘‘Ultrasonic study of quasi-
isotropic composites,’’ inReview of Progress in Quantitative Nondestruc-
tive Evaluation, edited by D. O. Thompson and D. E. Chimenti~Plenum,
New York, 1999!, Vol. 18B, pp. 1249–1256.

27O. I. Lobkis and D. E. Chimenti, ‘‘Three-dimensional transducer voltage
in anisotropic materials characterization,’’ J. Acoust. Soc. Am.106, 36–45
~1999!.

28O. I. Lobkis, A. Safaeinili, and D. E. Chimenti, ‘‘Precision ultrasonic
reflection studies in fluid-coupled plates,’’ J. Acoust. Soc. Am.99, 2727–
2736 ~1996!.

29Y. Lu and J. D. Achenbach, ‘‘Effects of random deviations in interface
properties on the propagation of ultrasound in thick composites,’’ J.
Acoust. Soc. Am.90, 2576–2585~1992!.

30S. I. Rokhlin and W. Huang, ‘‘Ultrasonic wave interaction with a thin
anisotropic layer between two anisotropic solids: II. Second-order
asymptotic boundary condition,’’ J. Acoust. Soc. Am.94, 3405–3420
~1993!.

2595J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 L. Wang and S. I. Rokhlin: Ultrasonic waves in composites



Capillary forces in the acoustics of patchy-saturated
porous media

Yaroslav Tserkovnyaka)

Lyman Laboratory of Physics, Harvard University, Cambridge, Massachusetts 02138

David Linton Johnson
Schlumberger-Doll Research, Old Quarry Road, Ridgefield, Connecticut 06877-4108

~Received 10 January 2003; revised 2 August 2003; accepted 2 September 2003!

A linearized theory of the acoustics of porous elastic formations, such as rocks, saturated with two
different viscous fluids is generalized to take into account a pressure discontinuity across the fluid
boundaries. The latter can arise due to the surface tension of the membrane separating the fluids. We
show that the frequency-dependent bulk modulusK̃(v) for wavelengths longer than the
characteristic structural dimensions of the fluid patches has a similar analytic behavior to the case
of a vanishing membrane stiffness and depends on the same parameters of the fluid-distribution
topology. The effect of the capillary stiffness can be accounted for by renormalizing the coefficients
of the leading terms in the low-frequency limit ofK̃(v). © 2003 Acoustical Society of America.
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I. INTRODUCTION

Using the Biot theory1 for the acoustics of fluid-
saturated porous media as a starting point, it was possible2 to
formulate a simple theory for the frequency-dependent bulk
modulus, K̃(v), of a composite consisting of a homoge-
neous porous frame heterogeneously saturated with two dif-
ferent viscous Newtonian fluids. It is assumed that saturation
occurs in ‘‘patches’’ of 100% saturation of one or the other of
the fluids. In the limit when the two fluids are identical, the
theory reduces to the low-frequency regime of the Biot
theory. The mismatch of the local properties of the composite
across the patch boundaries leads to a dispersion and attenu-
ation mechanism2 for acoustic waves, which is physically
different from that of the Biot theory. In particular, the propa-
gatory modes of the Biot theory, as applied to a fully mono-
saturated sample, are predicted to be nondispersive and non-
attenuative in the relevant regime,v!vB , wherevB is the
Biot crossover frequency. In the case of patchy saturation, on
the other hand, the mismatch of the elastic properties at the
patch boundaries leads to a redistribution of the fluids be-
tween the patches when the system is perturbed. Because of
the viscosity, this mechanism governs energy dissipation
and, therefore, the attenuation and dispersion of the propaga-
tory modes. There is a crossover frequency,vc , below
which the pore pressure can equilibrate across the patches
and above which it does not.

This mechanism is particularly effective when there is a
large contrast between the two fluids as occurs when one of
them is a gas. In such a system, which was further studied in
Ref. 3 by analyzing measurements of Ref. 4, the gas satu-
rated patches of the sample may often be approximated as
vacuum. The relevant formulas become quite a bit simpler in
this case.

While the fluid redistribution across the patch bound-
aries was of a central importance in Ref. 2, its theory failed
to account for the membrane surface tension which can arise,
for example, due to the pinning of the boundary edges inside
the pores. The latter will result in the formation of a menis-
cus when the fluids are pushed between different patches,
which in turn leads to a pressure drop between the patches
due to the capillary forces. The present paper addresses this
phenomenon. It is important to note that various additional
capillary effects, such as the fractal nature of the fluid distri-
bution in the pore space, can be important in realistic porous
materials but lie outside the scope of this work.

Johnson2 suggested that the patchy-saturation effect may
be a dominant mechanism for the low-frequency (v!vB)
attenuation and dispersion in carbonate rocks, but can be
dwarfed by microscopic ‘‘squirt’’ mechanisms in materials
like sandstones. We indeed later showed3 that the sonic and
even ultrasonic measurements4–6 on various limestones can
be successfully described by the patchy-saturation effect. In
particular, we demonstrated there how one can extract infor-
mation about the characteristic patch sizes and shapes in par-
tially water saturated limestones by measuring the velocity
and attenuation of acoustic waves. Extending our theory to
take into account the capillary forces is necessary to improve
our understanding of the acoustics in patchy-saturated mate-
rials. While the effect of the membrane tension at the bound-
ary is but one of the important effects, investigating its ef-
fects can be a starting point for further studies of the
capillary effects in porous media.

The manuscript is structured as follows. In Sec. II we
formulate the assumptions and limitations of the theory.
Then, in Sec. III we in turn discuss the static, low-frequency,
and high-frequency regimes of the theory in the general case
of the patchy saturation by two arbitrary fluids. In Sec. IV an
alternative formulation of the static and low-frequency limits
is presented which is simple and physically transparent, al-a!Electronic mail: yaroslav@physics.harvard.edu
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beit only valid for the case when one of the fluids is a gas.
We compare our findings with exact numerical calculations
in Sec. V for two simple geometries: that of the concentric
spheres and the periodic slab geometries. Finally, in Sec. VI
a simple theoretical model forK̃(v) is presented enabling us
to connect the low- and high-frequency asymptotes of the
theory. Our results are then summarized in Sec. VII. Two
somewhat technical discussions, on the capillary correction
to the high-frequency limit and analytic structure ofK̃(v),
are given separately from the main text, in Appendices A and
B, respectively.

II. GENERALITIES

As in Ref. 2, we consider a porous rock fully saturated
with two different fluids, one having global saturationS1 and
the otherS2512S1 . Each point of the sample is saturated
with one fluid or the other and the local elastic properties of
the composite are assumed to be governed by the usual Biot
parameters of the rock skeleton and the locally present fluid.
The only exception is the patch and the sample boundaries
which deserve special treatment~in the following!. While we
will talk about various limits of the frequency dependence of
the bulk modulusK̃(v), the Biot theory is always assumed
to be in its low-frequency regime. The Biot crossover
frequency1

vB5
hf

kr fa`
~1!

~using the notation of Ref. 7!, defined in terms of the fluid
densityr f , the viscosityh, the tortuosity of the pore space
a` , the dc permeabilityk, and the porosityf, is thus the
upper frequency limit of our theory, i.e., it is assumed that
v!vB . Biot equations of motion within each fluid patch1

then simplify to

“"t50, ~2!

“pf5
ivfh

k
~U2u!, ~3!

where all quantities vary asu(r )e2 ivt. Here,pf is the acous-
tic component of the pore pressure,U andu are the displace-
ment of the fluid and solid phases, respectively, andt stands
for the total stress due to both~solid and fluid! phases. Note
that Eqs.~2! and ~3! do not contain the inertia terms, which
is a relevant approximation as the attenuation/dispersion
mechanism of our theory is governed by the slow diffusive
mode. The pore pressurepf and the total stresst are related
to the deformation strain in the solid phase,e i j 5(1/2)@ui , j

1uj ,i #, and to that in the fluid phase,Ell 5Ul ,l , by1

t5@~P1Q22N!e l l 1~R1Q!Ell #d i j 12Ne i j , ~4!

pf52
1

f
@Qe l l 1REll #, ~5!

where the coefficientsP, Q, and R depend on the bulk
moduli of the solid phase,Ks , the porous frame,Kb , and the
pore fluid,K f , as well as the porosity and the shear modulus
of the porous skeleton,N ~see, e.g., Ref. 8!. The fast com-
pressional and shear velocities of the Biot theory are nondis-

persive and nonattenuative whereas the slow compressional
wave is diffusive in the low-frequency limit considered here.
Furthermore, we assume that the wavelengths of the fast and
shear waves are larger than the characteristic fluid-patch di-
mensionL, i.e., v!vx , where

vx5
2pVsh

L
~6!

with Vsh being the~slower! shear-wave velocity. The latter
assumption will allow us to define the effective bulk modu-

lus K̃(v)5
def

2V(Pe /dV), where (dV/V)e2 ivt is the oscilla-
tory fractional volume change in response to an external nor-
mal stress,t " n̂52Pen̂e2 ivt, n̂ being the outward normal
of the surface. Finally, the sample is considered to be isotro-
pic and homogeneous, except for the fluid patches.

Due to capillary forces, the fluid pore pressure is in gen-
eral discontinuous across patch boundaries. Absent any ap-
plied stress, the pressure discontinuity across the boundary,
i.e., the capillary pressure,Pf

(1)2Pf
(2) , is related to the mean

curvature of the interface within each pore and to the surface
tension via the Laplace–Young equation. In a completely
different context than we are considering in this article, one
is led to the equations of two-phase flow in which the partial
saturation is generally treated as a well-defined function of
the capillary pressure. See, e.g., Bear.9 These concepts make
no distinction between partial saturations that are patchy and
those in which each pore may be partially saturated. Indeed,
Pf

(1) and Pf
(2) are each generally considered to be macro-

scopic quantities defined at each material point throughout
the system.

In the present context, however, we assume the fluid
patches are perturbed from equilibrium by the application of
an additional small-amplitude acoustic wave. The changes in
the pore pressures are small compared to the equilibrium
values:upf(r )u!uPf

( j )u, $ j 51,2%, wherepf(r ) is the acoustic
component of the pore pressure. On a microscopic level, the
meniscus bends in and out, relative to its rest position. On a
macroscopic level, there is an oscillatory displacement of
fluid relative to the solid frame, at the boundary of the patch.
This effect is conventionally captured by postulating the fol-
lowing boundary condition at the interface between two
patches:

pf
~1!2pf

~2!5Wf~U2u!"n̂. ~7!

Here,pf
( j ) is the acoustic pore pressure on thejth side of the

boundary surface andn̂ is an outward normal from patch 1 to
patch 2.U"n̂ andu"n̂ represent the components of the fluid
and the solid displacements, respectively, that are normal to
the patch surface; each of these entities is separately continu-
ous across the patch boundary. Thus, Eq.~7! simply states
that the additional amount by which the fluid interface bulges
is proportional to the additional capillary pressure induced
by the acoustic wave; the spring constant,W, is often called
the ‘‘membrane stiffness.’’ Indeed, Nagy and Blaho10 have
shown that Eq.~7! follows from the Laplace–Young equa-
tion applied to the case of pores that are circular cylinders. In
that example they showed thatW5s/k, wheres is the sur-
face tension between the two fluids. This specific example
illustrates the point that surface tension manifests itself as a
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stiffer membrane in smaller pores than in larger ones. More
generally, the membrane stiffness is predicted to take the
form of

W5ss/k, ~8!

wheres is a shape factor which becomes much less than one
as the pore structure becomes more irregular.10

Our previous results~Johnson,2 and Tserkovnyak and
Johnson3! were specific to the caseW[0. Here, we treatW
as a real-valued, frequency-independent, phenomenological
parameter of the theory, to be measured independently in a
given context. Nagy and Blaho10 have done just that for vari-
ous porous media. See also Ref. 11. Furthermore, Nagy12

successfully used Eq.~7! to analyze his data on surface
acoustic modes of fully saturated porous media. In a some-
what different context, Eq.~7! is used by Liu and Johnson13

to describe the effect of an elastic mudcake on tube waves in
permeable formations. The approximate validity of Eq.~7! is
established on firm theoretical and experimental grounds. It
is the essential purpose of the present article to investigate
the effects of a nonzero value forW on the acoustic proper-
ties of patchy-saturated samples.

Equation~7! can be combined with Eq.~3! to generalize
the latter to hold at the interfaces as well as inside the
patches:

“pf1Wf@ n̂"~U2u!#n̂d~R!5
ivfh

k
~U2u!, ~9!

whereR(r ) is the shortest distance from a given pointr to
the patch boundary andd(R) is the Dirac’sd function. In
addition, we assume the no net flow condition over the sur-
face of the sample:

E dS@U2u#"n̂50, ~10!

which is valid either for sealed outer boundary or for the
periodic boundary conditions.~The integration is taken either
over the surface of the sample, for the sealed-pore boundary
condition, or over a unit cell, for the periodic boundary con-
ditions.! Equation~10! can be converted to a volume integral
using Gauss’ theorem:

^e l l &5^Ell &. ~11!

To summarize this section, the present theory supercedes
that of Ref. 2 in that the assumption of vanishing capillary
forces is now relaxed. The capillarity is accounted for by
considering the pressure drop across interfaces which is gov-
erned by membrane stiffness, see Eq.~7!. The theory of Ref.
2 is thus recovered in the limit whenW→0.

III. HIGH- AND LOW-FREQUENCY LIMITS

A. Static regime

In the static limit, it is possible to get an exact closed-
form analytic expression for the compressive modulus,K0 ,
defined by Eqs.~2!–~7!. Hill 14 has developed a well-known
exact result for the bulk modulus of a~nonporous! composite
in which the shear modulus is everywhere constant, though

the bulk modulus varies from point to point. See also Ref.
15. We extend that theory to the present case by looking for
solutions of the form

ui5axi1x ,i , Ui5axi1c ,i . ~12!

It is understood thatx as well as the normal displacement
x ,ini , are continuous across the patch boundary; similarly
for c andc ,ini . Inasmuch as the first terms in Eq.~12! are
special cases of the second terms, one is free to choose any
value for a, including zero. It is slightly convenient, how-
ever, to choose

3a5^e l l &[^Ell &. ~13!

Equation~4! can now be written, within any patch, as

t i j , j5@~P1Q!x , j j 1~R1Q!c , j j # ,i5
set

0. ~14!

This equation is satisfied if the Laplacians ofx and ofc are
constant within each patch:

x , j j 5H a1 , rPpatch 1

a2 , rPpatch 2
, ~15!

c , j j 5H b1 , rPpatch 1

b2 , rPpatch 2
. ~16!

The four constants,$a1 ,a2 ,b1 ,b2%, are determined by vari-
ous ancillary conditions. First, the volumetric strains within
the jth patch may be written as

e l l
~ j !53a1aj , Ell

~ j !53a1bj . ~17!

Therefore, Eq.~13! gives two conditions on the constants:

S1a11S2a250, S1b11S2b250. ~18!

Next, there is the condition that the traction,t " n̂, is
continuous across the boundary between patches. Hill14 has
pointed out an identity satisfied by the discontinuity across
the patch boundary of the second derivatives ofx which can
be rewritten for our purposes as

@x ,i j
~1!2x ,i j

~2!#nj5~a12a2!ni , ~19!

where the superscript onx (k) refers to thekth patch. There-
fore, the discontinuity in the traction is

@t i j
~1!2t i j

~2!#nj5$@~P11Q122N!~3a1a1!

1~R11Q1!~3a1b1!#

2@~P21Q222N!~3a1a2!

1~R21Q2!~3a1b2!#12N~a12a2!%ni .

~20!

(Pk , Qk , Rk refer toP, Q, R evaluated with respect to the
saturating fluid in patchk.! In order for Eq.~20! to vanish
across the patch interface, it is necessary that the quantity in
curly braces vanishes:

~P11Q1!~3a1a1!1~R11Q1!~3a1b1!

5~P21Q2!~3a1a2!1~R21Q2!~3a1b2!. ~21!

This, then, is the third condition on$a1 ,a2 ,b1 ,b2%.
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The fourth and final condition follows from Eq.~7!. The
pore pressure within thekth patch is given by Eqs.~5! and
~17!:

pf
~k!52

1

f
@Rk~3a1bk!1Qk~3a1ak!#. ~22!

We see that the pore pressure is constant within each patch,
as required by Eq.~3! in the static limit. The left-hand side of
the boundary condition~7! is constant over the interface be-
tween the two patches. Consider the case of a finite volume
with sealed boundaries. Integrating Eq.~7! over the surface
between the two patches, one finds

@pf
~1!2pf

~2!#A5WfE
A
dA~U2u!"n̂, ~23!

whereA is the area of the interface between the patches. This
integration can be extended over the entire bounding surface
of fluid 1, say, because there is no flow across the outer
boundary:

@pf
~1!2pf

~2!#A5WfE
A1

dA~U2u!"n̂. ~24!

Now one may use Gauss’ theorem:

@pf
~1!2pf

~2!#A5WfE
V1

dV~Ell 2e l l !

5WfS1V@Ell
~1!2e l l

~1!#. ~25!

The volumetric strains and the pore pressure can be related to
the unknown constants by means of Eqs.~17! and ~22!, re-
spectively. The result for Eq.~25! is then

R1~3a1b1!1Q1~3a1a1!2@R2~3a1b2!1Q2~3a1a2!#

5W̃~a12b1!S1 , ~26!

where

W̃5Wf2
V

A
~27!

in terms of the sample volume,V, and the bounding area
between the patches,A. If the derivation is repeated for the
case of periodic boundary conditions, Eq.~26! still holds; in
that case,V is the volume of a unit cell andA is the interface
area between the patches within the unit cell. In either case,
if the derivation is repeated by closing the surface over fluid
2, instead of fluid 1, the right-hand side of Eq.~26! is re-
placed by2W̃(a22b2)S2 , which is equivalent via Eq.~18!.

The four linear equations,~18!, ~21!, and ~26!, can be
inverted analytically to get the ratios$a1 ,a2 ,b1 ,b2%/a; in
practice, this is more easily done numerically. The effective
static modulus is simply related to these constants. Following
Ref. 14, we identify the external pressure,Pe , with the av-
erage compressive stress in the system:

Pe52 1
3^t l l &52 1

3@S1t l l
~1!1S2t l l

~2!#, ~28!

where the compressive stress in thekth patch follows from
Eq. ~4!:

t l l
~k!53@~Pk1Qk2 4

3N!ak1~Rk1Qk!bk13KBG
~k!a#.

~29!

Here, KBG
(k)5Pk12Qk1Rk2(4/3)N is the Biot–Gassmann

modulus for thekth patch. The effective static modulus for
the system,K052Pe /^e l l &, is thus given by

K05
1

3 H S1F S P11Q12
4

3
ND a1

a
1~R11Q1!

b1

a
13KBG

~1!G
1S2F S P21Q22

4

3
ND a2

a
1~R21Q2!

b2

a
13KBG

~2!G J .

~30!

Within the context of the model, Eq.~30! is exact. It
depends upon the usual Biot parameters, the saturation val-
ues, the membrane stiffness,W, and it also depends upon the
surface to volume ratio of the patch interface,A/V. There are
three interesting limiting cases of Eq.~30!: ~1! If the two
fluids have identical bulk moduli, then

lim
K f

~1!
5K f

~2!

K05KBG
~1!5KBG

~2! , ~31!

independent of the value of the membrane stiffness param-
eter,W. When the sample is compressed, the pore pressure
rises equally in the two patches with the result that there is
no relative flow between fluid and solid.~2! If the membrane
stiffness is large enough, then each fluid is locked within its
own patch and the static modulus is equal to the Biot–
Gassmann–Hill result:

lim
W→`

K05KBGH, ~32!

where

1

KBGH1~4/3!N
5

S1

KBG
~1!1~4/3!N

1
S2

KBG
~2!1~4/3!N

. ~33!

~3! If the membrane stiffness is zero, then the static modulus
is given by the Biot–Gassmann–Woods result as was proved
previously:2

lim
W→0

K05KBGW, ~34!

whereKBGW5KBG(K f
eff) andK f

eff is an effective fluid modu-
lus given by the Wood’s law expression:

1

K f
eff

5
S1

K f
~1!

1
S2

K f
~2!

. ~35!

In Fig. 1 we show the behavior ofK0 as a function of
W̃. The parameter set16 is based on that of Ref. 2. The
sample is saturated with water,Sw50.7, and with air,Sa

50.3. If the membrane stiffness is small, then Eq.~34! holds
whilst if it is large, Eq.~32! is valid. The crossover occurs
whenW̃ is approximately equal to the modulus of the stiffer
fluid, water. In Fig. 2 we show the saturation dependence of
the static modulus,K0 , as well as that ofKBGW andKBGH.
Even when the membrane-stiffness parameter,W, is indepen-
dent of the saturation, the parameterW̃ will in general have a
saturation dependence reflecting the change in the interfacial
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area. Nonetheless, for this plot,W̃ is held constant at a value
W̃51 GPa.

B. Low-frequency limit

Here we wish to find the behavior ofK̃(v) as it ap-
proachesK0 . Using the method developed in Ref. 2, we
consider two equivalent expressions for the average energy
dissipation per cycle. The macroscopic expression for the
dissipation power averaged over one cycle is

P̄5
1

2
RealE dS

]u*

]t
"t "n̂52

1

2
RealF ivV

uPeu2

K̃~v!
G , ~36!

where the integral is taken over the bounding surface of the
sample. The microscopic expression is

P̄52
1

2
RealE dVfS ]U*

]t
2

]u*

]t D "“pf . ~37!

In Eq. ~37! the integration is taken over the volumes of each
patch, specifically excluding the bounding surfaces of the
patches;“pf has ad-function contribution on the patch sur-
face, see Eq.~9!. One may then substitute Eq.~3! into Eq.
~37! to arrive at the following microscopic expression for the
dissipation:

FIG. 1. Dependence of the static modulus onW̃ for a
sample saturated with water,Sw50.7 and air,Sa50.3.
Parameters are listed in Ref. 16. The two results for the
static modulus, Eqs.~30! and~52!, are seen to be nearly
identical in this case in which one of the fluids is gas.
KBGH.KBGW .

FIG. 2. The static moduli as a function of the water
saturation,Sw . Parameter set as in Fig. 1.W̃51 GPa is
held constant. Again,K0 is calculated in two different
ways.KBGH>KBGW .
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P̄52
1

2
RealE dVf iv~U* 2u* !"F ivfh

k
~U2u!G

5
v2f2

2k E dVh~r !uU~r !2u~r !u2. ~38!

In this expression, the integrand does not contain any
d-function contributions. It is immediately clear that, as ex-
pected, the low-frequency behavior ofP̄ is quadratic in fre-
quency. Therefore, the low-frequency expansion ofK̃(v) is
given by

lim
v→0

K̃~v!5K0@12 ivT1O~ iv!2#, ~39!

where the parameterT is determined by substituting Eq.~39!
into Eq. ~36! and equating it to Eq.~38!:

T5
f2K0

kVuPeu2
E dVh~r !@U~0!~r !2u~0!~r !#2, ~40!

which is expressed in terms of the static displacements,U(0)

andu(0).
We know from Eq.~12! that the displacements in the

static limit are given by the gradient of certain functions.
Therefore, we may define an auxiliary function,F, by

“F52h~r !
U~0!2u~0!

Pe
. ~41!

Within each patchF5h@x2c#/Pe1const. The functionF
is continuous across a patch boundary~otherwise there
would be ad-function contribution to the displacements!; the
normal component of the vector2“F/h~r ! is also continu-
ous; andF is either periodic or“F50 ~in the case of the
sealed-pore boundary condition! on the outer boundary. The
function F satisfies the differential equation

“"H 21

h~r !
“FJ 5

Ell
~0!~r !2e l l

~0!~r !

Pe
5
def

g~r !. ~42!

This equation is analogous to an electrical conductivity prob-
lem in which F~r ! plays the role of a potential,h~r ! is the
local resistivity, andg(r ) is the distributed current source.
Electrical neutrality is guaranteed by Eq.~11!: * dVg(r )
50.

In terms ofF, Eq. ~40! may be written as

T5
f2K0

kV E dV
1

h~r !
~“F!2, ~43!

which may be integrated by parts:

T5
f2K0

kV E dVg~r !F~r !. ~44!

~The surface term vanishes identically for either the sealed or
the periodic boundary condition.! The source function,g(r ),
is constant within each patch but in general is discontinuous
across the patch interfaces. From Eqs.~12!, ~15!, and ~17!
one has

g~r !5H ~b12a1!/Pe , rPpatch 1

~b22a2!/Pe , rPpatch 2
. ~45!

Thus, the determination of the parameterT which governs
the low-frequency approach to the static limit, Eq.~39!, re-
quires solving the differential equation~42! in which the
piecewise constant sources, Eq.~45!, are known by virtue of
the solution for the static regime, and imposing one of our
two no net-flow boundary conditions. This situation is only
slightly different from that encountered when the surface-
membrane effect is ignored altogether.2

C. High-frequency limit

Here we consider frequencies that are high in the sense
that the pore pressure does not have time to equilibrate from
patch to patch but we are still in the regime wherev!vB

and v!vx . In this high frequency limit,v→`, the fluids
within each patch are locked with the solid frame,e l l 5Ell .
This conclusion is independent of the interface-stiffness pa-
rameter,W. We have a situation which satisfies the assump-
tions of Ref. 14: The shear modulus is a global constant and
the bulk modulus is constant within each patch. Hence,

K`5
def

lim
v→`

K̃~v!5KBGH ~46!

for any value ofW, whereKBGH is given by Eq.~33!. Recall
that we found the same result for the static compressive
modulus,K0 , when the patch boundary is locked by the
large capillary tension,W→`, see Eq.~32!.

For a large but finite frequency, the correction toK` is
provided by the diffusive modes at the patch boundary.2 In
terms of a local coordinatex normal to the interface, the pore
pressure near the boundary,x50, is given by

pf5H pf 11A1e2 iq1x, x,0 ~patch 1!

pf 21A2eiq2x, x.0 ~patch 2!
. ~47!

Here,pf k is the pore pressure inside thekth patch in the limit
of infinite frequency and

qk5Aiv/Dk ~48!

is the slow-mode wave vector in terms of the diffusion coef-
ficient Dk ; see Appendix A. In the case of a finite membrane
stiffness,pf(r ) is in general discontinuous across the patch
boundary. We can, nevertheless, show~see Appendix A! that
the pore pressure discontinuity

dpf5
def

upf
~1!2pf

~2!u5O~v21/2!!Dpf5
def

upf 12pf 2u5O~v0!,

for large frequencies, and thus the leading correction toK`

can be found by settingdpf50, i.e., assuming continuity of
the pressure, Eq.~47!. Requiring, in addition, continuity of
the fluid flux, we can then find coefficientsA1,2 in Eq. ~47!
and reproduce the result of Ref. 2:

lim
v→`

K̃~v!5KBGH@12~ iv!21/2G1¯#, ~49!

where

G5
kKBGH

h1AD11h2AD2
S Dpf

Pe
D 2 A

V
~50!

2601J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Y. Tserkovnyak and D. L. Johnson: Capillary forces in porous media



in terms of the would-be drop in the pore pressure,Dpf ,
relative to the applied external stress,Pe :

Dpf

Pe
5

~R21Q2!@K11~4/3!N#2~R11Q1!@K21~4/3!N#

fS1K1@K21~4/3!N#1fS2K2@K11~4/3!N#
.

~51!

Notice that the membrane-stiffness parameter does not enter
any of Eqs.~49!–~51!, so that the capillary forces not only
have vanishing contribution to the high-frequency compres-
sive modulus~46! but also to the leading correction to it, Eq.
~49!.

IV. LIQUID AND VACUUM

In Sec. III we have seen that whereas the two terms in
the high-frequency limit, Eq.~49!, are identical to those de-
rived earlier whenW50, the two terms which describe the
low-frequency limit, Eq.~39!, are now considerably more
complicated. The prescription for finding the static bulk
modulus,K0 @Eq. ~30!#, and the coefficient of the leading
low-frequency correction,T @Eq. ~44!#, follows from the so-
lution of the system of equations for parameters
$a1 ,a2 ,b1 ,b2%; no simple analytic form is deduced and no
transparent physical interpretation is readily available. We
therefore offer an alternative derivation, which is both simple
and physically appealing, albeit valid only for the case when
one of the two fluids is a gas taken here to be the vacuum,
and the other is a liquid whose properties are similar to water
or oil. ~A gas at standard temperature and pressure is four
orders of magnitude more compressible than water or oil and
so the approximation is a good one except for gas saturations
less than;1024.)

As in Sec. III, the starting point is Hill’s theory:14 If we
denote the bulk modulus of the patch saturated with the liq-
uid by K8, then the static modulus of the composite is given
by

1

K01~4/3!N
5

S

K81~4/3!N
1

12S

Kb1~4/3!N
, ~52!

whereS is the fluid saturation andKb is the bulk modulus of
the dry frame, as before.K8 can be found by extending the
Biot theory: Since the liquid does not bear any shear stresses,
the static compressive modulus of the liquid-saturated patch
must be given by the Biot–Gassmann formula,

K85KBG~K f8!, ~53!

for some effective fluid bulk modulus,K f8 . This effective
modulus characterizes the ‘‘effort of squeezing’’ the liquid
out of the pore space. In particular, two limiting cases are
obvious.~1! K f8 vanishes with the membrane stiffness:

lim
W→0

K f850 ~54!

and ~2! it reduces to the bare fluid modulus for infinitely
large stiffness parameter:

lim
W→`

K f85K f . ~55!

If by inducing the pore pressurepf , the fluid-filled pore-
space volume is reduced bydV, thenK f8 is defined by

1

K f8
5

1

pf

dV

fSV
. ~56!

If the fluid volume squeezed out of the pore space into me-
nisci formed at the patch surface isdV8, then

pfA5WdV8, ~57!

which follows from Eq.~24!. Finally, we have

1

K f
5

1

pf

dV2dV8

fSV
~58!

for the bare bulk modulus of the pore fluid. Combining Eqs.
~56!–~58! we then arrive at

1

K f8
5

1

K f
1

A

WfSV
, ~59!

which satisfies Eqs.~54! and~55! in the two limits given by
Eqs. ~54! and ~55!. As a consequence, in the limitW→0,
K85Kb ~which is a specific case of a general result holding
for arbitrary two fluids:K85KBGW), and for W→`, K8
5KBGH. Equations~52!, ~53!, and~59! complete the deriva-
tion for the static limit. This result for the static modulus is
also plotted in Figs. 1 and 2 where it is seen to be identical to
that computed from the full formalism.

It is as straightforward to find the parameterT governing
the low-frequency behavior.T is given by Eq.~44! after solv-
ing Eq. ~42!, when the functiong(r ) is known. In the fluid-
filled patch, the volumetric strain of the solid can be found
using Hill’s theory once again@see also Eq.~35! of Ref. 2#:

e l l 52
@Kb1~4/3!N#Pe

K8Kb1~4/3!N@SK81~12S!Kb#
. ~60!

Using Eq.~5! and

pfA5WfSV~Ell 2e l l !, ~61!

provided by Eq.~25!, we then obtain

Ell 2e l l 52
Q1R

W̃S1R
e l l , ~62!

which together with Eq.~60! defines the value ofg, Eq. ~42!,
inside the fluid patch:

g5S Q1R

W̃S1RD @Kb1~4/3!N#

K8Kb1~4/3!N@SK81~12S!Kb#
. ~63!

Here, quantitiesQ and R are evaluated using the bare fluid
bulk modulus,K f . Defining an auxiliary functionF̃ in the
space occupied by the fluid patch,Vf , by

¹2F̃521, rPVf ~64!

subject to the patch boundary conditionF̃50 as well as the
usual no net-flow condition on the external surface of the
sample, we find for the parameterT, Eq. ~44!,

T5
hSf2K0g2

k
l f
25

l f
2

DT
, ~65!

where the coefficientDT has the dimensions of a diffusion
constant and is given by
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DT5
def k

hSf2K0g2
. ~66!

The Poisson size of the fluid patch,l f , is defined by

l f
25

def 1

Vf
E

Vf

dVF̃. ~67!

The sole effect of the membrane stiffness,W, in this limit, is
thus to renormalize the coefficientDT from that which held
when W50. We have verified numerically that the results
derived in this section are identical to those presented in Sec.
III when one of the fluids is taken to be a vacuum.

V. EXAMPLES

It is straightforward to repeat the calculations of Ref. 2
for K̃(v) in which the patchy geometries are either that of
periodic slabs or concentric spheres. In the slab geometry,
region 1 is a layer of thicknessL1 and region 2 is a layer of
thickness L2 , periodically repeated. Here,S15L1 /(L1

1L2) and A/V52/(L11L2). In the concentric-spheres ge-
ometry, region 1 is a sphere of radiusRa surrounded by
region 2 of outer radiusRb, so thatS15(Ra /Rb)3 andA/V
53Ra

2/Rb
3.

Equations~B.4! and ~B.8! in Ref. 2 are still correct as
written for the slab and the sphere geometries, respectively.
However, the pore pressure is no longer continuous across
the patch boundary but it obeys Eq.~7! instead, leading to a

slightly different matrix equation to be solved. The results of
such numerical calculations are presented in Fig. 3, using the
parameter set of Ref. 16 at a water saturationSw50.9. The
horizontal dashed lines in the left column areKBGH, K0 , and
KBGW from high to low, respectively. At low frequencies, we
see that the numerically exact results do indeed approach
K0 , as per Eq.~39!. KBGW has the same value in all three
geometries, because the saturation values were chosen to be
the same, and similarly forKBGH. The values forK0 , how-
ever, are different in the three cases because the surface to
volume ratios for the different patch geometries are different.
The parameterW̃ in Eq. ~26! has a different value in each
case and so, therefore, do the values ofK0 .

As we mentioned earlier, the low-frequency parameterT
is determined by a differential equation~42!, which is, in
form, identical to that which existed whenW50.2 This
means that the previously derived results for the slab and the
sphere geometries are virtually unchanged. For the sphere,
we have from Eq.~40! of Ref. 2

T5
K0f2

30kRb
3 $@3h2g2

215~h12h2!g1g223h1g1
2#Ra

5

215h2g2~g22g1!Ra
3Rb

2

15g2@3h2g22~2h21h1!g1#Ra
2Rb

323h2g2
2Rb

5%. ~68!

Similarly, the expression appropriate to the slab geometry is
Eq. ~41! of Ref. 2:

FIG. 3. Dispersion (Real@K̃(v)#) and attenuation@1/QK52ImagK̃(v)/RealK̃(v)# due to the patchy-saturation effect for an air/water combination,Sa

510%, in three different situations. Solid curves are numerically exact solutions, dotted curves are the high- and low-frequency limiting expressions, and
dashed curves represent the analytic expression, Eq.~70!. Horizontal dashed lines are~in order of decreasing value! KBGH , K0(W530 GPa/m), andK0(W
50). ~a! Top row: The gas is located in an inner sphere,Ra54.642 cm, surrounded by a shell of water,Rb510 cm. ~b! Middle row: The roles are reversed,
Ra59.655 cm,Rb510 cm.~c! Bottom row: A periodic slab geometry,La52 cm, Lw518 cm. The other material parameters are listed in Ref. 16. In all cases,
the membrane stiffness isW530 GPa/m. The values ofz, Eq. ~72!, are shown.
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T52
K0f2

6k~L11L2!
$h1g1

2L1
313h1g1g2L1

2L2

13h2g1g2L1L2
21h2g2

2L2
3%. ~69!

Of course, the correct value for the static modulus,K0 , Eq.
~30!, and the correct values forgj , Eq. ~45!, must be used.
Subject to this clarification, the low-frequency attenuation
implied by the second term in Eq.~39! is shown as a dotted
line; we see that the numerically computed results asymptote
correctly in this limit. It was noted in Sec. III that the high-
frequency asymptote forK̃(v) is unaffected by a nonzero
value forW. This limit is also plotted as dotted lines in Fig.
3.

VI. THEORETICAL MODEL FOR K̃ „v…

A key observation by Johnson2 was that all singularities
and branch cuts of the bulk modulusK̃(v) must lie on the
negative imaginary axis, when analytic continuation into the
complex plane is performed. This stems from the diffusive
nature of the relaxation mechanism. In Appendix B, we show
that this conclusion stays valid for a nonzero value for the
membrane stiffness, leading us to suggest that the simple
analytical formula proposed earlier2 may also work in the
present context. We wish to have a function which has sin-
gularities only on the negative imaginary axis and which has
the limiting properties of Eqs.~39! and ~49!. That is, we
propose the following function should work well as com-
pared against exact numerical results:

K̃~v!5K`2
K`2K0

12z~12A12 ivt/z2!
, ~70!

where consistency with Eqs.~39! and ~49! requires

t5FK`2K0

K`G G2

~71!

and

z5
~K`2K0!3

2K0K`
2 TG2

5
~K`2K0!

2K0

t

T
. ~72!

In Eq. ~70! the branch cut in the definition of the square root
function,AZ, is taken to be along the negative realz axis.

For the specific cases of the slab and concentric spheres
geometries, the parameterT is computed directly from Eqs.
~68! and ~69! as the case may be.G is evaluated using Eq.
~50!. The resulting predictions from Eq.~70! are shown as
dashed curves in Fig. 3, where one can see that it does an
excellent job of interpolating throughout the entire frequency
range.

VII. CONCLUSIONS

In summary, we have extended the theory of Johnson2 to
consider effects of the capillary forces on the acoustics of
porous media saturated with two different fluids. Using a
well-known expression for the pore-pressure discontinuity
across the patch boundary, Eq.~7!, we have shown that the
finite membrane stiffness,W, does not affect the analytic

structure of the frequency-dependent bulk modulusK̃(v). In
addition, the high-frequency asymptote ofK̃(v) does not
depend onW, as long asW is sufficiently small@see Eqs.
~A10! and ~A11!#, so that the high-frequency limit of our
theory can be reached at all. The effect of the capillary forces
is thus to rescale the static bulk modulus,K0 , and the low-
frequency correction parameter,T, Eqs. ~30! and ~44!, re-
spectively. Furthermore, there are no new geometrical pa-
rameters introduced by the membrane stiffness: For example,
when one of the fluids is a gas, the two relevant topological
parameters are the sample-volume to patch-surface ratio and
the Poisson size of the fluid patch,l f , Eq. ~67!. In the limit
W→0, results of Ref. 2 are recovered. In the limitW→`,
K̃(v)[KBGH, Eq. ~33!, for all frequencies.
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APPENDIX A: CAPILLARY CORRECTION IN THE
HIGH-FREQUENCY LIMIT

In this appendix we show that the pore pressure discon-
tinuity dpf across the patch boundary, see Eq.~47!, scales as
v21/2 at high frequencies,v→`, so that the membrane stiff-
ness does not modify the high-frequency limit. The pressure
equilibration, Eq.~47!, is provided by the slow longitudinal
waves on both sides of the patch boundary. In order to find
equations of motion for the slow wave inside either patch,
we take divergence of Eqs.~2! and ~3! and use relations~4!
and ~5!:

¹2@~Pk1Qk!e l l
~k!1~Rk1Qk!Ell

~k!#50, ~A1!

¹2@Qke l l
~k!1RkEll

~k!#5
ivf2hk

k
@e l l

~k!2Ell
~k!#. ~A2!

Looking for solutions of the form

e l l
~k!5c1

~k! e2 i ~qkx1vt !,
~A3!

Ell
~k!5c2

~k! e2 i ~qkx1vt !,

we obtain from Eq.~A1! the ratio of the amplitudes of the
solid and fluid phases

c1
~k!

c2
~k!

52
Rk1Qk

Pk1Qk
~A4!

and then from Eq.~A2! the diffusion coefficient

Dk5
def iv

qk
2

5
k

f2hk

PkRk2Qk
2

Pk12Qk1Rk
. ~A5!

The above equations are valid on both sides of the patch
boundary. The coefficients of pressure correctionAk , Eq.
~47!, at the interface are then given by

Ak52
1

f
@Qkc1

~k!1Rkc2
~k!#, ~A6!

where we used Eq.~5! for the additional pressure exerted by
the slow waves. The pressure dropdpf across the interface is
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related to the relative fluid displacement through Eq.~7!, and
using Eq.~3! we thus obtain

dpf5~pf 11A1!2~pf 21A2!52
q1kW

h1v
A1 . ~A7!

Finally, we require the fluid-flux continuity across the patch
boundary:

q1

h1
A152

q2

h2
A2 . ~A8!

Equations~A4!, and~A6!–~A8! now constitute a linear sys-
tem of six equations with six unknowns:c1

(k) , c2
(k) , andAk .

The resulting expression fordpf , Eq. ~A7!, simplifies con-
siderably if one patch is filled with a vacuum. In this case,
the pressure discontinuity at the fluid boundary, relative to
the difference in pore pressure relatively far from the inter-
face, is given by

dpf

Dpf
5

1

11hv/Wkq
5

1

11Av/ ivW

, ~A9!

where the crossover frequency

vW5
defW2k2

h2D
~A10!

is defined in terms of quantities corresponding to the fluid
patch. Whenv@vW , dpf}v21/2 and the pressure drop
across the interface,dpf , is negligible in comparison with
the pressure difference inside the patches,Dpf , Eq. ~51!.

For consistency of our theory, we require that this limit
can be reached while we are still in the low-frequency re-
gime of the Biot theory and the propagatory modes have
wavelengths longer than the typical patch dimensions, i.e.,
we need

vW!~vB ,vx!. ~A11!

Equations~A10! and ~A11! imply that our high-frequency
limit is valid only for sufficiently small membrane-stiffness
parameterW. With the parameter set used to generate Fig. 3
we havevW /(2p)54.5 Hz. However, our theory makes no
assumption about the value ofvW as compared against the
diffusive crossover frequency and, indeed, the theory works
quite well even ifW is so large thatvW is greater than the
crossover implied by the intersection of the high- and low-
frequency asymptotes.

APPENDIX B: ANALYTIC STRUCTURE OF K̃ „v…

Here we generalize Appendix C of Ref. 2 to take into
account the additional term due to the finite membrane stiff-
nessW in Eq. ~9!. We want to investigate analytic properties
of the real-valued causal response functionK̂(t) in the fre-
quency domain:

K̃~v!5
defE

0

`

K̂~ t !eivtdt. ~B1!

It is clear thatK̃(v) is analytic everywhere in the upper-half
complexv plane, and we will further show that all the zeros,

singularities, and branch cuts lie on the negative imaginary
axis.

In the following we consider an eigenvalue problem in
which all quantities vary asu(r )e2 ivnt. Assume

E dSu"t* "n̂50, ~B2!

as would be in the case of a zero, singularity, or branch point
of K̃(v).2 We can then show using Eq.~2! and the Biot
relations between stresses and strains, Eqs.~4! and ~5!, that
* dVpft l l* is real-valued. This is true since all these equa-
tions are unaffected by the capillary forces, and we thus re-
produce Eq.~C5! of Ref. 2:

E dVpft l l* 5E dV
1

Kb /Ks21

3F1

3
ut l l u21

3Kb

2N
~DD* ! l l G , ~B3!

where Di j 5t i j 2(1/3)t l l d i j is the deviatoric part of the
stress tensor. Finally, multiplying Eq.~9! by U*2u* and
integrating it over the entire volume of the sample, we obtain

ivnE dV
hf

k
uU2uu25E dVpf~e l l* 2Ell* !

1WfE dVun̂"~U2u!u2d~R!.

~B4!

As the volumetric strains,e l l and Ell , are given by linear
combinations ofpf and t l l @via inverting Eqs.~4! and ~5!#,
the right-hand side of Eq.~B4! is real-valued and, therefore,
vn is pure imaginary. This completes the proof.
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Recently, a mixed pressure displacement$u, P% formulation based on Biot’s poroelasticity equations
has been presented for porous materials. This model leads to a reduction of the number of degrees
of freedom required for the modeling of three-dimensional porous media in comparison to classical
displacement–displacement$u, U% formulations. In this paper, an extension of the$u, P%
formulation based on hierarchical elements is presented. First, a variant of the weak integral form
of the $u, P% formulation is presented and its numerical implementation using hierarchical elements
is detailed, together with the application of boundary and loading conditions. Numerical results are
presented to show the accuracy and performance of the present approach. In particular, the
importance of correctly capturing the coupling effects between the two phases is highlighted.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1616579#

PACS numbers: 43.20.Jr, 43.50.Gf, 43.55.Wk@VWS# Pages: 2607–2617

I. INTRODUCTION

The behavior of porous material is classically modeled
using empirical formulas for locally reacting materials,1 or
with accurate one-dimensional~1D! analytical methods
based on Biot poroelasticity theory.2–5 At low frequencies,
where the modal behavior of the system is important, several
two-dimensional~2D! and three-dimensional~3D! finite ele-
ments models have been developed. The first models use,
with different variations, the displacement fields in the solid
and fluid phase of the porous material as variables.6–10 They
are referred to as$u, U% type formulations. While accurate,
the $u, U% formulations lead to large frequency dependent
systems and thus to cumbersome calculations for complex
structures. To alleviate the problem, Atallaet al.11 presented
an exact mixed displacement-pressure$u, P% finite element
formulation in three dimensions for a porous material, based
on Biot’s poroelastic equations. Debergueet al.12 presented
the boundary and coupling conditions for this new formula-
tion. Atalla et al.’ model presents the calculation of the re-
sponse of the porous material in the form of a coupled fluid-
structure problem. This formulation has been proven to give
accurate results when compared to the$u, U% formulation.
More importantly, by reducing the number of degrees of
freedom involved~i.e., from six degrees of freedom per node
to four! and by simplifying the coupling conditions between
the porous medium and elastic or fluid media, the approach
leads to important gains in memory and computation time
requirements.

While the$u, P% formulation allows for a more efficient

modeling to porous elastic media compared to the$u, U%
formulation, yet both techniques suffer from important com-
putational costs in practical applications. Indeed, because of
the biphasic nature of poroelastic elements, mesh criterion
used for elements describing monophasic media~solid, fluid!
is a priori not valid for poroelastic elements. Using the$u,
U% formulation, Dauchezet al.13 showed that linear poroelas-
tic elements verify convergence rate of linear monophasic
elements, according to each type of Biot wave. Classical
mesh criterion, i.e., six linear elements per wavelength, pro-
vides a necessary condition to get reliable results. However,
for real 3D deformations, the classical criterion gives indica-
tions for a minimal mesh but is insufficient because of lock-
ing of 3D linear elements and discrepancies in the wave-
lengths of the displacement fields of the two phases. An
important refinement of the mesh is necessary to get satis-
factory results. In particular, indicators related to fluid mo-
tion have been found very sensitive. As a consequence, the
minimal number of elements required is difficult to predict.
By nature, convergence of poroelastic elements is rather
slower than convergence of either equivalent solid or fluid
elements, because of the presence of two different scale phe-
nomena. The discrepancy can be lowered when the behavior
of the porous material is dominated by the motion of one
phase. As a consequence, this slow convergence leads to
large computational costs. Debergue14 found similar results
using the$u, P% formulation. Several recent attempts to alle-
viate the computing cost of the poroelastic formulations, us-
ing linear elements, have been unsuccessful. For example,
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Sgard et al.15,16 have investigated the use of a selective
modal analysis to decrease the size of large finite elements
models involving poroelastic materials. The method used a
dual uncoupled basis of undamped modes associated with
the skeletonin vacuoand the fluid phase occupying the vol-
ume of the porous material to approximate the$u, P% vari-
ables. However, this method converges poorly due to the
importance of the damping brought in by the porous mate-
rial. The same authors also proposed a mixed wave-finite
element approach dedicated to the modeling of porous
materials.17 Starting from the weak$u, P% formulation for a
porous material, the fields for each phase of the porous ma-
terial were expanded at each node of the finite element mesh
in terms of a finite number of wave functions. These func-
tions are chosen to be plane waves solution of Biot’s po-
roelasticity equations. This approach gives accurate results
for a single porous material and leads to a considerable re-
duction of the size of the system to be solved. However, this
system is no longer sparse and its construction is time con-
suming. Another way to solve the computing cost problem,
would be to design specific models dedicated to particular
applications. For example, Dauchezet al.18 pointed out that
most of the extra-energy dissipation related to the foam coat-
ing of a plate was due to structural damping in the solid
phase of the porous medium. Thus, the porous material could
be reduced to its solid phase in such a configuration. How-
ever, this assumption can not be generalized, especially for a
coating by a glasswool where viscous effects become quickly
predominant as frequency increases.19

In order to solve the convergence problem, it is pro-
posed in this paper to investigate the performance of the$u,
P% formulation using high-order hierarchical elements. It is
known that these elements allow for higher order polynomial
representation and thus eliminate problems such as
locking.20–24 Because of the higher order of approximation
of hierarchical elements, a more accurate representation of
the different type of deformations and coarser meshes, com-
pared to classical finite elements, can be used. Therefore, a
significant reduction of the number of degrees of freedom
required for a correct modeling is expected. In the first part
of the paper, a variant of the$u, P% formulation is recalled
and the theory of hierarchical elements in this context is
introduced. In particular, the treatment of the boundary con-
ditions and excitations is detailed. Validation results are then
presented to show the accuracy of the present approach. The
performance of the hierarchical poroelastic formulation in
terms of the needed number of degrees of freedom is under-
lined, and can be increased by the choice of different inter-
polation orders for the basis functions in the solid and fluid
phase. The interest of this latter feature is shown and guide-
lines for the convergence of hierarchical poroelastic elements
are presented from the study of a particular material.

II. THEORY

This section concentrates on the forced response of a
single isotropic porous material. Biot–Allard equations of
poroelasticy are considered for the description of the porous
medium. The displacement of the solid phase and the inter-
stitial pressure are chosen as variables.

A. The mixed displacement-pressure formulation

The starting point of the modeling of the porous medium
is the weak$u, P% formulation ~Atalla et al.!.11 The mixed
displacement-pressure formulation for a poroelastic material
occupying a volumeVp reads

E
Vp

@s<̃ S~u!:e<S~du!2 r̃v2u•du#dV

1E
Vp

F h2

v2r̃22

¹P•¹dP2
h2

R̃
PdPGdV

2g̃E
Vp

d~¹P•u!dV2E
]Vp

hS 11
Q̃

R̃
D

3d~Pun!dS2E
]Vp

@s<̃ t~u!•n#•du dS

2E
]Vp

h~Un2un!dP50, ~1!

where ]Vp stands for the boundary of the poroelastic do-
main. u is the solid phase displacement,U and P are the
displacement and the pressure of the fluid in the pores, re-
spectively.s<̃ S and e<S are, respectively, the stress and strain
tensor of the solid phasein vacuo. The total stress tensor in
the porous materials<̃ t is related tos<̃ S by the relations<̃ S

5s<̃ t2h@11(Q̃/R̃)#P1< . r̃ and r̃22 are the apparent density
of the solid and the fluid phase,h is the porosity,g̃ is a
coupling factor between the two phases,Q̃ and R̃ are po-
roelastic coefficients. The expressions of the latter quantities
can be found in Ref. 11.

Instead of using directly Eq.~1!, a variant is presented
here. The first surface integral in Eq.~1! can be turned into a
volume integral using the second Green formula and given
the following mathematical relation:

¹•~ab!5¹a•b1a¹•~b!. ~2!

Hence, assuming that the porous material is isotropic,

I 52E
]Vp

hS 11
Q̃

R̃
D d~unP!dS

52E
Vp

¹S hS 11
Q̃

R̃
D d~unP!D dV

52hS 11
Q̃

R̃
D E

Vp

d~u•¹P!dV

2hS 11
Q̃

R̃
D E

Vp

d~P¹u!dV. ~3!

Using Eq.~3! in Eq. ~1! the following expression of the weak
$u, P% formulation is obtained
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E
Vp

@s<̃ S~u!:e<S~du!2 r̃v2u•du#dV

1E
Vp

F h2

v2r̃22

¹P•¹dP2
h2

R̃
PdPGdV

2F g̃1hS 11
Q̃

R̃
D G E

Vp

d~¹P•u!dV

2hS 11
Q̃

R̃
D E

Vp

d~P¹•u!dV

2E
]Vp

@s<̃ t~u!•n#•du2E
]Vp

h~Un2un!dP dS50. ~4!

The weak form of the mixed pressure-displacement formula-
tion @Eq. ~4!# presents two interesting features. First, the
symmetric coupling terms between the two phases are ex-
pressed in terms of volume integrals over the domainVp .
Second, the boundary integral terms involve the total stress
tensor and the displacement flux at the boundary of the do-
main. Therefore, the application of coupling conditions with
another domain, as well as boundary conditions and excita-
tions, is achieved in a simpler manner compared to Eq.~1!.12

B. Hierarchical elements

In the following, the approximation of Eq.~4! using
8-nodes parallelipipedic volume hierarchical elements is
considered. The so-called ‘‘blending function method’’ is
generally used to map this parent element into the geometri-
cal element.22 Any point of the discretized subdomain with
global coordinates (x,y,z) is located on a parent element by
a set of local coordinates~j,h,z!. The relation between local
and global coordinates is given by

H x
y
z
J 5(

i 51

8 H Xi

Yi

Zi

J •Ni~j,h,z!1(
j 51

12 H l j
x

l j
y

l j
z
J • l j

1
• l j

2. ~5!

In Eq. ~5!, ^Xi ,Yi ,Zi& stands for the global coordinates of
nodei. The functionsNi are the classic linear basis functions
used in finite elements and are related to nodei on the parent
element. In order to consider complex geometries for an el-
ement, additional functions related to the edgej are taken
into account. These functions correspond to the term on the
right-hand side of Eq.~5!. l j

1 and l j
2 are linear functions de-

pending on a single local coordinate~different for l j
1 and l j

2)
j, h, or z. l j

x , l j
y , andl j

z are functions depending on the third
local coordinate and used for the description of edgej. Fur-
ther details are given in Ref. 22.

The next step is the interpolation of the fields on the
mesh provided for the subdomain. On a given element, the
variableq is approximated by

q~j,h,z!5(
i

Ni~j,hz!qi
ph1(

j
Gj~j,h,z!qj

gen. ~6!

In Eq. ~6!, Ni are called node modes and are identical to
those used in Eq.~5!. The associated amplitudesqi

ph stand for
the physical value ofq at nodei ~the superscript ph means
physical!. FunctionsGj are additional shape functions classi-
fied in three categories: edge modes, face modes, and inter-
nal modes. The associated generalized amplitudesqj

gen ~the
superscript gen means generalized! do not have simple
physical meaning. Like node modes, edge and face modes
are associated to a geometrical entity of the mesh. For ex-
ample, an edge mode on an element is associated with a
particular edgej of this element. Its value is 0 on all the other
edges of the element. As for internal modes, their value is 0
on all the faces of the element. By considering each category
of modes explicitly, Eq.~6! rewrites

q~j,h,z!5(
i

Ni~j,hz!qi
ph1(

j
Ej~j,h,z!qj

gen

1(
k

Fk~j,h,z!qk
gen1(

t
It~j,h,z!qt

gen,

~7!

where Ej are edge modes,Fk are face modes, andIt are
internal modes. These functions are chosen to make com-
plete polynomials of ascending orderp. Namely, the basis
functions of the hierarchical variables are constructed using
Legendre polynomials. The number of basis functions de-
pends on the interpolation orderp. The selection process,
detailed in Ref. 22, leads to the expression of the generalized
shape functions; they are given in the Appendix for com-
pleteness. Note that the present approach considers a map-
ping of the parent element into the geometrical element, us-
ing only the functionsNi in Eq. ~5!.

C. Numerical implementation

As previously stated, in the present approach, the weak
integral formulation given by Eq.~4! is discretized using
8-node volume elements. The displacement of the solid
phaseu and the pressure in the poresP are expanded in
terms of node modes and hierarchical shape functions.
Hence, the field variables in a given element are written in
the following form:

ue5@Ns#$un%
e and pe5@Nf #$pn%

e, ~8!

where @Ns# and @Nf # are the interpolation matrices on the
considered elemente. $un%

e and$pn%
e stand for the physical

and generalized amplitudes associated with the displacement
of the solid phase and the pressure in the pores, respectively.

1. Discretization of the weak form

Substituting Eq.~8! into Eq. ~4!, one gets

E
Vp

s̃< S~u!:e<S~du!dV⇒^dun&@K#$un%, ~9!

E
Vp

r̃u•du dV⇒^dun&@M̃ #$un%, ~10!
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F g̃1hS 11
Q̃

R̃.
D G E

Vp

du•¹P dV⇒^dun&@C̃1#$Pn%,

~11!

hS 11
Q̃

R̃
D E

Vp

P¹•du dV⇒^dun&@C̃2#$Pn%, ~12!

h2

r̃22
E

Vp

¹P•¹dP dV⇒^dPn&@H̃#$Pn%, ~13!

h2

R̃
E

Vp

PdP dV⇒^dPn&@Q̃#$Pn%, ~14!

where $un% and $Pn% represent the solid and fluid phase
physical and generalized degrees of freedom of the whole
mesh.@K# and @M̃ # are, respectively, the stiffness and mass
matrix associated to the solid phasein vacuo. @H̃# and @Q̃#
are, respectively, the kinetic and compressional energy ma-
trices of the fluid phase.@C̃1# and @C̃2# stand for the cou-
pling between the two phases of the porous medium. The
notation@˜# indicates that the matrices are complex valued
and frequency dependent. Note that compared to the imple-
mentation of the$u, P% formulation presented in Ref. 11, two
new matrices have to be computed. In the theory of hierar-
chical elements, the basis functions on an element are built
using Legendre polynomials. The computation of the matri-
ces in Eqs.~9!–~14! is performed with the commonly used
Gauss–Legendre integration scheme and enough integration
points are chosen to ensure a correct approximation. This
step is time consuming and is the main drawback of hierar-
chical elements.24 To alleviate that problem, Hinnant25 pro-
posed the ‘‘vector quadrature’’ integration scheme. However,
this optimization procedure is not used in the present ap-
proach.

Substituting Eqs.~9!–~14! in the weak formulation leads
to the following system to be solved:

S @K#2v2@M̃ # 2@C̃1#2@C̃2#

2v2@C̃1#T2v2@C̃2#T @H̃#2v2@Q̃#
D H un

Pn
J 5 H Fs

Fp
J ,

~15!

where the right-hand side of the equation denotes the loading
vector for the porous material. The application of various
loading conditions is described in the following paragraph.
The coupled system given by Eq.~15! is similar to the one
obtained in classical finite elements.

2. Application of boundary and loading conditions

The boundary conditions and the loading terms involved
in the$u, P% formulation were presented by Debergueet al.12

Their application in the context of the theory of hierarchical
elements is detailed hereafter. In the present paper, three
boundary conditions are considered. The porous material can
be ~i! bonded onto a rigid wall,~ii ! guided, or~iii ! free ~i.e.,
not subject to any boundary condition!. In case~i!, the dis-
placement vector of the solid phase is set to 0. In case~ii !,
the normal component to the interface of the solid phase
displacement is set to 0. In case~iii !, the fluid pressure is set

to 0 on the interface~note that this condition is approximate
and its accuracy is discussed by Debergue12!. Therefore, for
an element on the boundary, applying the boundary condi-
tions mentioned above amounts to setting to 0 one or several
components of the fields. This is achieved by constraining
the amplitudes of the modes of the nodes, edges and faces
lying on the boundary and related to the considered compo-
nent of the fields. Practically, the coefficients of the matrices
in Eqs.~9!–~14! relative to these degrees of freedom are not
assembled. Note that, by construction, the value of internal
modes are worth 0 on each face of the element and thus are
not subject to the above mentioned conditions. In the con-
figurations studied in this paper, two kinds of loads have
been considered. First, the load is a rigid piston motion im-
posed on one side of the porous material. This leads to the
following condition on the interface:

u"n5u0 , ~un2Un!50, ~16!

wheren is the normal to the interface, andu0 the amplitude
of the piston motion. Second, the porous medium is submit-
ted to an acoustical excitation, which can be modeled as an
imposed surface pressure of amplitudep0 . The condition at
the interface is then

p5p0 , s̃< t
•n52p0n. ~17!

To be concise, the two considered kinds of excitations lead to
an imposed valueq0 of a componentq of the fields in the
porous material. Considering the expression ofq given by
Eq. ~6! the following conditions must be imposed on the
interface:

$qph%5$q0% and $qgen%50. ~18!

Equation~18! means that the values ofq have to be set toq0

at the nodes on the interface. Besides, the amplitudes of the
hierarchical shape functions related to the edges or faces lo-
cated on the interface are set to 0. By definition, the ampli-
tudes of the internal modes are null on the sides of an ele-
ment. The conditions of imposed degrees of freedom
expressed by Eq.~18! are taken into account in the dis-
cretized weak formulation using discrete Lagrange multipli-
ers.

In addition, when a surface pressure with amplitudep0

is imposed, Eq.~17! leads to an elementary force vector
given by

$Fs%elem52E
]Vpelem

p0n•@Ns#dS, ~19!

where@Ns# is the column vector containing the shape func-
tion related to the face if the considered element subject to
the excitation. Note that only node modes, edge modes with
interpolation orderp52, and face modes with interpolation
orderp54 are taken into account in@Ns#. In fact, the other
modes of analytical expressionG verify the following rela-
tion by construction:

E
]Vpelem

G dS50. ~20!

The proof for this assertion is given in the Appendix. Note
that for all the excitations considered in this paper,$Fp%
50 in Eq. ~15!.
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3. Vibroacoustics indicators

In the result section, two vibroacoustic indicators are
considered. For the solid phase of the porous material, the
mean square velocity along the three directions is computed.
Practically, the mean square velocity along directioni is
given by

^v i
2&5

v2

2Vp
E

Vp

uv i u2 dV

5
v2

2Vp
^un

ph un
gen&* @Mi #H un

ph

un
genJ , ~21!

where ^un
ph un

gen& is the row vector containing the physical
and generalized amplitudes relative to the solid phase dis-
placement along directioni. @Mi # contains the coefficients of
a partition of the mass matrix@M̃ # divided by r̃ and related
to the appropriate degrees of freedom. In Eq.~21!, ~* ! means
complex conjugate, andVp is the volume of the poroelastic
domain.

For the fluid phase, the mean square pressure is com-
puted using the following formula:

^P2&5
1

2Vp
E

Vp

uPu2 dV

5
1

2Vp
^Pn

ph Pn
gen&* @Q1#H Pn

ph

Pn
genJ , ~22!

where^Pn
ph Pn

gen& is the row vector of the physical and gen-
eralized amplitudes related to the pressure in the pores.@Q1#

is the compression matrix of the fluid phase@Q̃# divided by
h2/R̃.

III. NUMERICAL EXAMPLES

In the following, the validation of the$u,P% formulation
using hierarchical elements is numerically assessed. The
present approach is compared to a finite element code devel-
oped at the Universite´ de Sherbrooke and based on classical
finite elements. This latter code has been validated both nu-
merically and experimentally, elsewhere.11,12 The accuracy
of the results obtained by the use of hierarchical elements is
underlined. The reduction of the number of degrees of free-
dom provided by the use of high order polynomials for the
basis functions is highlighted, thus illustrating the perfor-
mances of hierarchical poroelastic elements. An emphasis is
made on this latter aspect by showing the benefit of using
different interpolation orders for the basis functions of each
phase. Finally, the convergence of the hierarchical poroelas-
tic elements is investigated in the case of a particular mate-
rial with several boundary conditions and excitations.

The studied problem consists of a single porous material
with a rear face bonded onto a rigid wall~see Fig. 1!. The
boundary conditions on the lateral faces are either~i! free, or
~ii ! bonded. Two kinds of loads are used in the following,
depending on the boundary conditions on the edges of the
porous medium. In case~i!, the porous medium is subjected
to a rigid piston motion with a 1023 m amplitude normal
displacement@hereby referred to as configuration~i!#. In case
~ii ! a surface pressure of amplitude 1 Pa is imposed on the

front face@hereby referred to as configuration~ii !#. A 5 cm
thick porous material with lateral dimensions 0.35 m
30.22 m is considered. Among the vibroacoustic indicators
presented in the preceding section, only the mean square
velocity alongz axis ~denoted̂ Vz

2&) and the mean quadratic
pressure~denoted̂ P2&) are studied. Actually the mean qua-
dratic velocities along the lateral dimensions of the porous
material are of limited interest in vibroacoustic applications.

A. Validation

In this subsection, the accuracy and the performance of
the present approach is numerically assessed. In the follow-
ing, the results obtained with hierarchical elements and finite
elements are compared to a reference value. In the present
paper, this reference is obtained by increasing considerably
the interpolation orders for a fixed mesh when hierarchical
elements are used, in order to be sure that convergence is
reached. The same results can be obtained with classical fi-
nite elements but require a very refined mesh and thus huge
computational resources. Hence, the classical finite element
implementation has not been used for obtaining the reference
values. In the following, the interpolation orders for the basis
functions given a fixed mesh for the present approach or the
classical finite element mesh are said to be acceptable when
the response of the porous material is predicted within a
tolerance from the reference response. This tolerance is fixed
to 0.5 dB from the reference curve and 5% in the location of
resonance peaks.

The first validation test consists in configuration~i!. The
material studied is a wool, UGW3, with characteristics given
in Table I. ^P2& is computed as a function of frequency and
is actually the indicator which proves to have the most dif-
ficulties to converge. The results obtained with the classical
code and the present approach with different meshes are pre-
sented in Fig. 2. Note that the maximum difference between
the different meshes, including classical finite elements, and
the reference curve is less than 0.5 dB which is within the
defined convergence criterion. For the modeling with hierar-
chical elements, parameters for the mesh, namely the number
of elements and the order of the basis functions, are given in
the following formnx* ny* nz elements (ps2pf) wherenx ,
ny , nz denote the number of elements used in directionsx, y,
z, respectively, andps , pf denote the interpolation order of

FIG. 1. Configuration of the problem.
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the basis functions for the solid phase and the fluid phase,
respectively. Figure 2 shows that the present approach leads
to accurate results for all tested meshes. To test the ability of
the hierarchical poroelastic element to model different mate-
rials in various configurations a foam, FM2, with character-
istics given in Table I is considered in configuration~ii !. ^Vz

2&
is computed as a function of frequency; this indicator has the
most difficulties to converge. The results are presented in
Fig. 3. Once again, accurate results are obtained with the
hierarchical poroelastic elements for different meshes.

The excellent results for the two previous validation
tests show the validity of the present approach. In addition,
hierarchical poroelastic elements prove to be very perfor-
mant. Tables II and III summarize the number of degrees of
freedom ~dof! required to ensure convergence, either with
classical finite elements or hierarchical elements. Each of the
two configurations studied above are considered. For the
present approach, the number of degrees of freedom is given
for different meshes and the corresponding required interpo-
lation orders. Actually, the present approach allows for an
important decrease of the number of dof required to satisfy
the convergence criterion defined previously~0.5 dB from
the reference curve and 5% accuracy in the location of reso-
nance peaks!. Moreover, the best performance is achieved
using a coarse mesh and a high interpolation order for the
basis functions. This trend has already been pointed out for
the modeling of elastic materials using hierarchical elements
in static problems.22

As seen in Tables II and III, the interpolation order for
the basis functions can be chosen to be different for the two
phases of the porous material. Actually, the solid and the
fluid phase exhibit different physical behaviors depending on
the studied configuration. This feature of the hierarchical po-
roelastic elements is of great interest since convergence is
ensured by choosing the adequate interpolation order for

each phase separately. On the other hand, convergence in
classical finite elements is ensured by refining the mesh, i.e.,
a refined description of both phases of the porous material.
Hence, the former approach provides an efficient way for the
reduction of the number of degrees of freedom required for a
correct modeling of the material.

B. Convergence of the vibroacoustic indicators

In the following, foam FM2 is studied in configurations
~i! and~ii !. The geometry of the porous sample is identical to
the one considered previously. The frequency range of inter-
est is @0 Hz; 500 Hz#. Biot’s theory of poroelasticity2 indi-
cates that two compression waves~denotedP1 andP2 in the
following! and a shear wave~denotedS! can propagate si-
multaneously in a porous medium. For each kind of wave,
the ratiom of the fluid phase displacement to the solid phase
displacement can be computed.3 These ratio at 500 Hz for
foam FM2 are given in Table IV. Table IV indicates that
wavesP1 and S propagate in both phases. On the contrary,
waveP2 propagates mainly in the fluid phase, so that the two
phases of the porous material can be considered as decoupled
as far as waveP2 is concerned. This point strongly influ-
ences the behavior of the porous materials according to the
configuration studied. Foam FM2 has been previously stud-
ied in configuration~ii !. Excellent values for̂ Vz

2&, repre-
sented in Fig. 3, can be obtained with low interpolation order
for the basis functions of the fluid phase. This means that a
coarse description of the fluid phase suffices for the conver-
gence of this indicator related to the solid phase. Indeed, this
porous material in configuration~ii ! is subjected to an acous-
tical excitation acting on both phases. The pressure in the
pores and the stress tensor in the solid phasein vacuoare
imposed at the interface where the material is excited. Be-
cause waveP2 mainly propagates in the fluid phase, the fluid
phase has a weak influence on the solid phase and thus does

FIG. 3. ^Vz
2& for a foam FM2 in configuration~ii !.

TABLE II. Convergence of̂ Vz
2& for FM2 in configuration~ii !.

Nb of elements
interpolation order~solid–fluid! Classical code

1–1–1
7–2

2–2–1
4–2

3–3–1
3–2

Number of dof 2144 70 144 244

TABLE I. Characteristics of the materials.

Material h
s

kN s/m4 a`

L
mm

L8
mm

rS

kg/m3
N

kPa n h

FM2 0.9 25 7.8 226 226 300 286 0.4 0.265
UGW3 0.95 25 1.4 93.2 93.2 600 21 0 0.05

FIG. 2. ^P2& for glasswool UGW3 in configuration~i!.
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not require a very accurate description for the convergence
of ^Vz

2&: the motion in the solid phase is due to waveP1 and
S. In comparison, indicator̂P2& for foam FM2 in the same
configuration is represented in Fig. 4. Different interpolation
orders have been used with a fixed 23231 elements mesh
for the present approach. Compared to^Vz

2&, ^P2& requires a
noticeable lower interpolation order for the basis functions in
the solid phase. This indicates that a coarse representation of
the solid phase suffices for the convergence of this latter
indicator. The influence of wavesP1 andSon the motion of
the fluid phase is not significant. Actually the motion of the
fluid phase is mainly due to waveP2 .

Next, consider foam FM2 in configuration~i!. As previ-
ously, ^P2& is plotted as a function of frequency in Fig. 5. It
can be observed that a higher interpolation order for the basis
functions of the solid phase in comparison with configuration
~ii ! is required for the convergence of^P2&. In this configu-
ration, the porous is submitted to a rigid piston motion. For
that kind of excitation, the solid phase is directly excited and
its motion is strongly transmitted to the fluid when the am-
plitude ratiosm are important for wavesP1 andS. Hence, in
configuration~i! the motion of the fluid phase is mainly due
to these latter waves. In conclusion, the two phases of a
porous material can exhibit very different behaviors accord-
ing to the excitation. This induces a convergence which
highly depends on the configuration studied for the consid-
ered vibroacoustic indicators, namely^Vz

2& or ^P2&. Hence,
it is difficult to conclude about the convergence of a set of
indicators in a general manner.

C. Investigation of the convergence of hierarchical
poroelastic elements

For 3D deformations, the classical convergence criterion
gives indications for a minimal mesh but is insufficient be-
cause of locking of 3D linear elements and discrepancies of
the fields in the two phases of the porous material. As stated
in Sec. III A, the use of the theory of hierarchical elements
together with the$u, P% formulation enables one to solve
these latter problems and to get smaller linear systems to
solve.

In this section, the convergence of hierarchical poroelas-
tic elements is investigated for a particular material, wool
UGW3. The aim of this study is to determine the interpola-
tion order for the basis functions in the two phases of the
porous material that allows for convergence given the ele-
ment size. Initially, the motivation for this study was to de-

rive a convergence criterion that could be reused for other
porous materials. However, it appears that the results for
wool UGW3 cannot be directly transposed and that only a
convergence study performed on different materials would
enable one to draw general trends for the convergence of
hierarchical poroelastic elements. This task implies a huge
amount of calculations. Therefore, only preliminary results
are given here. This convergence study is however helpful to
highlight the influence of the coupling between the two
phases of wool UGW3 as it is shown thereafter and to con-
firm the observations made on foam FM2 in Sec. III B.

In the following, the mesh in the lateral dimensions of a
3D porous sample is studied. As a consequence, the number
of elements along the thickness is chosen large enough so
that only the lateral mesh influences the results. For a chosen
indicator, the interpolation order in both phases can be rep-
resented as a function of the element size. In order to have
nondimensional data in the abscissa, the element size is
scaled to the wavelengthl of waveP1 , P2 or Sat the high-
est frequency in the frequency range of interest. These wave-
lengths at 500 Hz are given in Table V. As these wavelengths
are rather short, a wide range of element size to wavelength
ratio is provided. The study that follows is carried out for
each of the two configurations~i! and ~ii ! depicted in Sec.
III A and for each vibroacoustic indicator (^Vz

2& andP2) ac-
cording to remarks in Sec. III B.

Configuration (i): The interpolation orders for the solid
phase~respectively, fluid phase! basis functions that ensure
the convergence of the two indicators^P2& and ^Vz

2& are
plotted as a function of the ratio of the element size tolP1

,
wherelP1

denotes the wavelength of waveP1 at 500 Hz.
The results are represented in Fig. 6~respectively, Fig. 7!. In
these figures, fit curves are provided for clarity. Note that the
wavelength of another kind of wave, e.g.,Swave orP2 , can
be chosen to scale the element size simply by multiplying the

FIG. 4. ^P2& for foam FM2 in configuration~ii !.

TABLE III. Convergence of̂ P2& for UGW3 in configuration~i!.

Nb of elements
interpolation order~solid–fluid! Classical code

4–3–2
3–2

5–3–2
3–2

6–4–3
3–2

9–7–4
2–2

Number of dof 5214 895 1094 2397 4828

TABLE IV. Amplitude ratios for foam FM2 at 500 Hz.

Kind of wave P1 P2 S

Amplitude ratiom 0.99810.1613 i 210.4311.703 i 0.9721.143 i
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abscissa in Figs. 6 and 7 by the factorlP1
/lS or lP1

/lP2
.

Considering a fixed mesh, it is seen in Figs. 6 and 7 that
the convergence of indicator^P2& is not solely governed by
the interpolation order for the basis functions in the fluid
phase. Indeed, a sufficiently high interpolation order for the
basis functions in the solid phase is required to ensure the
convergence of̂P2&. This interpolation is even higher than
the one needed for the convergence of^Vz

2&. The opposite is
observed regarding the interpolation order for the basis func-
tions in fluid phase. This is because of important coupling
phenomena between the two phases when the solid phase of
the porous material is directly excited.

Configuration (ii): Like in configuration~i!, the interpo-
lation orders required for the convergence of the two indica-
tors ^P2& and ^Vz

2& are plotted as a function of the ratio of
the element size tolP1

. These interpolation orders for the
solid and the fluid phase are represented in Figs. 8 and 9,
respectively. As previously, fit curves are provided for clar-
ity. When considering the basis functions in the solid phase,
Fig. 8 shows that for a fixed element size tolP1

, the inter-
polation order required for the convergence of^P2& is as
high as the one for̂ Vz

2&, except for low size element to
wavelength ratio. For the basis functions of the fluid phase,
the interpolation order ensuring the convergence of^Vz

2& is
smaller than the one ensuring the convergence of^P2&.
Hence, from these observations, coupling phenomena be-
tween the two phases of the porous material appear to influ-
ence weakly the response of the porous material. This latter
phenomenon can be explained by the fact that the porous
material has bonded edges and is submitted to an acoustical
excitation. To sum up the results found in this particular con-
figuration, given a fixed mesh, the interpolation orders for
the basis functions in the two phases of the porous material
chosen to ensure simultaneously the convergence of^P2&
and ^Vz

2& exhibit the following feature: regarding the basis

functions in the solid phase~respectively, fluid phase!, the
choice of the interpolation order ensuring the convergence of
^Vz

2& ~respectively,̂ P2&) allows for the convergence of both
indicators.

IV. CONCLUSION

The implementation of the$u, P% formulation for porous
materials using the theory of hierarchical elements has been
presented. The use or high order polynomials for the basis
functions enables one to solve some of the problems met
with linear poroelastic elements, among them numerical
locking and the presence of two different scale phenomena.
Hence, hierarchical poroelastic elements allows for the pre-
diction of the forced response of a porous material using a
reduced number of degrees of freedom. The reduction of the
number of unknowns is all the more effective than a coarse
mesh with high interpolation orders is provided. Besides, the

FIG. 5. ^P2& for foam FM2 in configuration~i!. FIG. 6. Convergence criterion for the solid phase. Configuration~i!. Given
an element size for the mesh, an interpolation order in the solid phase that
suffices for the convergence of^P2& ~respectively,̂ Vz

2&) is determined by
numerical experiments.n ~respectively,s! stands for the corresponding
couple of values interpolation order-element size to wavelength ratio.

FIG. 7. Convergence criterion for the fluid phase. Configuration~i!. Given
an element size for the mesh, an interpolation order in the fluid phase that
suffices for the convergence of^P2& ~respectively,̂ Vz

2&) is determined by
numerical experiments.n ~respectively,s! stands for the corresponding
couple of values interpolation order-element size to wavelength ratio.

TABLE V. Wave numbers for the different kinds of waves in wool UGW3
at 500 Hz.

Kind of wave P1 P2 S

Wavelength~m! 7.23731022 1.96231021 5.19931022
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performance of hierarchical elements is enhanced by the use
of different interpolation orders for the basis functions of
each phase separately.

Considering a particular material, a preliminary study
has been conducted in order to link the interpolation order of
the basis functions in the two phases of the porous material
to the ratio of the element size to the wavelength. It has been
found that for a mechanical excitation, each phase happens
to influence strongly the vibratory state of the other phase,
showing the importance of the coupling between the two
phases of the porous material. Regarding interpolation order
for the basis functions in the solid phase, this implies, for
example, to chose an interpolation order for the convergence
of ^P2& larger than the one for̂Vz

2&. This interaction phe-
nomenon proves to be of least importance for an acoustical
excitation. In this case, considering the basis functions in the
solid phase, the interpolation order for the convergence of
^Vz

2& is found to be as large as for^P2&. To derive more

general trends for the convergence of hierarchical poroelastic
elements, further works involving the study of other kinds of
materials are required. However, the presented examples
show the difficulty of deriving a general meshing criterion
for porous-elastic materials. More importantly, they highlight
the importance of conducting a serious convergence study
before any vibroacoustic study regarding the behavior of
porous-elastic materials, based on using finite element codes.

APPENDIX

The shape functions involved in the approximation of
the fields on one element@Eq. ~6!# are defined on a parent
element, which is an 8-noded brick element represented in
Fig. 10. On that element, the geometrical entities~nodes,
edges, and faces! are assigned a number. From this follows
the definition of the basis shape functions.

1. Node modes

A node mode of analytical expressionNi , is related to
node i on the parent element.Ni is a linear function of the
local coordinates and has value 1 at nodei and 0 at the other
nodes. Node modes are given by

Ni~j,h,z!5 1
8~12j!~12h!~12z!,

N2~j,h,z!5 1
8~11j!~12h!~12z!,

N3~j,h,z!5 1
8~11j!~11h!~12z!,

N4~j,h,z!5 1
8~12j!~11h!~12z!,

N5~j,h,z!5 1
8~12j!~12h!~11z!,

N6~j,h,z!5 1
8~11j!~12h!~11z!,

N7~j,h,z!5 1
8~11j!~11h!~11z!,

N8~j,h,z!5 1
8~12j!~11h!~11z!.

2. Edge modes

The edgei linking two nodes of the parent element is
associated one or several edge modes. One particular edge

FIG. 8. Convergence criterion for the solid phase. Configuration~ii !. Given
an element size for the mesh, an interpolation order in the solid phase that
suffices for the convergence of^P2& ~respectively,̂ Vz

2&) is determined by
numerical experiments.s ~respectively,n! stands for the corresponding
couple of values interpolation order-element size to wavelength ratio.

FIG. 9. Convergence criterion for the fluid phase. Configuration~ii !. Given
an element size for the mesh, an interpolation order in the fluid phase that
suffices for the convergence of^P2& ~respectively,̂ Vz

2&) is determined by
numerical experiments.n ~respectively,s! stands for the corresponding
couple of values interpolation order-element size to wavelength ratio.

FIG. 10. The reference element and the standard numbering of nodes.
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mode of analytical expressionEp has zero value on all the
edges of the parent element except on edgej. On this par-
ticular edge, its expression is a polynomial with orderp. The
general expression of the edges modes forp>2 are given by

Ep
125 1

4fp~j!~12h!~12z!,

Ep
235 1

4fp~h!~11j!~12z!,

Ep
345 1

4fp~j!~11h!~12z!,

Ep
415 1

4fp~h!~12j!~12z!,

Ep
155 1

4fp~z!~12j!~12h!,

Ep
265 1

4fp~z!~11j!~12h!,

Ep
375 1

4fp~z!~12j!~11h!,

Ep
485 1

4fp~z!~11j!~11h!,

Ep
565 1

4fp~j!~12h!~11z!,

Ep
675 1

4fp~h!~11j!~11z!,

Ep
785 1

4fp~j!~11h!~11z!,

Ep
855 1

4fp~h!~12j!~11z!,

where the superscriptkl indicates that the considered edges is
defined by nodek and nodel on the parent element. Func-
tionsfp are built using orthogonal Legendre polynomialsLp

and are obtained by the formula

fp~j!5
1

A2~2 j 21!
~Lp~j!2Lp22~j!! with p>2.

~A1!

The relations verified by functionsfp are given further on.

3. Face modes

Each facei of the parent element is associated with face
modes which are zero on all the faces of the parent element
except for facei. Considering the interpolation orderp>4,
one or several couples of integers (k1 ,k2) verifying k11k2

5p are constituted. Note that the couple (k1 ,k2) is different
from the couple (k2 ,k1). Each couple is associated a mode
related to facei. The general expression for this modeFk1k2

is given by

Fk1k2

12655 1
2fk1

~j!fk2
~z!~12h!,

Fk1k2

23765 1
2fk71~h!fk2

~z!~12j!,

Fk1k2

12345 1
2fk1

~j!fk2
~h!~12z!,

Fk1k2

41585 1
2fk1

~h!fk2
~z!~11j!,

Fk1k2

34875 1
2fk1

~j!fk2
~z!~11h!,

Fk1k2

56785 1
2fk1

~j!fk2
~h!~11z!,

where the superscriptklmn states for the face defined by the
nodesk, l, m, andn.

4. Internal modes

For an interpolation orderp>6, sets of three integers
(k1 ,k2 ,k3) verifying k11k21k35p are considered. Note
that the set (k1 ,k2 ,k3) is different from the set (k1 ,k3 ,k2)
and (k2 ,k3 ,k1). Each set is associated with an internal mode
of analytical expressionIk1k2k3

given by

Ik1k2k3
5fk1

~j!•fk2
~h!•fk3

~z!.

5. Features of functions fk

The functionsfk introduced in the preceding sections
satisfy some interesting properties. First, by construction,

fk~21!5fk~1!50. ~A2!

Also the first derivative of these functions are orthogonal,
namely,

E
21

1

fm8 ~j!fn8~j!dj5dmn . ~A3!

Finally, let’s consider the analytical expression of a particular
edge mode with an interpolation orderk, for example,Ek

12.
The integration of this mode on the parent element face per-
taining to the nodes 1, 2, 3, 4 leads to

E
1234

E12dS5E
21

1

~12h!dh•E
21

1

fk~j!dj. ~A4!

For k.2, the functionfk verify the relation

E
21

1

fk~j!dj5A 2

2 j 11 F 1

2k11
@fk11~1!2fk11~21!#

2
1

2k23
@fk21~1!2fk21~21!#G . ~A5!

Given Eq.~A2!, the value of this integral is 0. Hence all the
edge modes with an interpolation orderk.2 satisfy Eq.~20!.
The extension of this relation for the face modes with inter-
polation orderp.4 is straightforward.

1M. Delany and E. Bazley, ‘‘Acoustic properties for fibrous absorbent ma-
terials,’’ Appl. Acoust.3, 105 ~1970!.

2M. Biot, ‘‘The theory of propagation of elastic waves in a fluid-saturated
porous,’’ J. Acoust. Soc. Am.28, 168 ~1956!.

3J. Allard, Propagation of Sound in Porous Media. Modeling Sound Ab-
sorbing Materials~Elsevier, New York, 1993!.

4J. Bolton and E. Green, ‘‘Normal incidence sound transmission through
double panel,’’ Appl. Acoust.39, 25 ~1993!.

5U. Ingard,Notes on Sound Absorption Technology~Noise Control Foun-
dation, 1994!.

6Y. Kang and J. Bolton, ‘‘Finite element modeling of isotropic porous
materials coupled with acoustical finite elements,’’ J. Acoust. Soc. Am.98,
635 ~1995!.

7Y. Kang and J. Bolton, ‘‘A finite element model for sound transmission
through foam-lined double-panel structures,’’ J. Acoust. Soc. Am.99,
2755 ~1996!.

8R. Panneton and N. Atalla, ‘‘Numerical prediction of sound transmission
through finite multilayer systems with poroelastic materials,’’ J. Acoust.
Soc. Am.100, 346 ~1996!.

9R. Panneton and N. Atalla, ‘‘An efficient finite element scheme for solving
the three-dimensional poroelasticity problem in acoustics,’’ J. Acoust. Soc.
Am. 101, 3287~1997!.

10J. Coyette and H. Wynendaele, ‘‘A finite element model for predicting the
acoustic transmission characteristics of layered structures,’’INTERNOISE
95 ~1995!, pp. 1279–1282.

2616 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Rigobert et al.: Convergence of hierarchical poroelastic elements



11N. Atalla, R. Panneton, and P. Debergue, ‘‘A mixed displacement-pressure
formulation for poroelastic materials,’’ J. Acoust. Soc. Am.104, 1444
~1998!.

12P. Debergue, R. Panneton, and N. Atalla, ‘‘Boundary conditions for the
weak formulation of the mixed~u,p! poroelasticity problem,’’ J. Acoust.
Soc. Am.106, 2383~1999!.

13N. Dauchez, S. Sahraoui, and N. Atalla, ‘‘Convergence of poroelastic
finite elements based on biot displacement formulation,’’ J. Acoust. Soc.
Am. 109, 33 ~2001!.

14P. Debergue, ‘‘De´veloppement d’une formulation mixte de´placement-
pression pour les mate´riaux poroélastiques ~Development of a mixed
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The individual laminae elastic constants in multilayer laminates composed of dissimilar isotropic
layers were determined using ultrasonic-resonance spectroscopy and the linear theory of elasticity.
Ultrasonic resonance allows one to measure the free-vibration response spectrum of a traction-free
solid under periodic vibration. These frequencies depend on pointwise density, laminate dimensions,
layer thickness, and layer elastic constants. Given a material with known mass but unknown
constitution, this method allows one to extract the elastic constants and density of the constituent
layers. This is accomplished by measuring the frequencies and then minimizing the differences
between these and those calculated using the theory of elasticity for layered media to select the
constants that best replicate the frequency-response spectrum. This approach is applied to a
three-layer, unsymmetric laminate of WpCu, and very good agreement is found with the elastic
constants of the two constituent materials. ©2003 Acoustical Society of America.
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I. INTRODUCTION

Determining the elastic constants of materials with un-
known constitution is a much-studied problem in science and
engineering, and there are numerous methods available for
solving it. One method that is particularly robust is
ultrasonic-resonance spectroscopy~URS!, in which the free-
vibration response spectrum of the solid is used in combina-
tion with the theoretical values of frequencies for objects
with known density, geometry, and elastic constants.1–6 Nu-
merous applications of this method, along with descriptions
of the experimental system, measurements, and theoretical
analysis, are given in Migliori and Sarrao.6 The theoretical
predictions are based on the Ritz method, in which the solu-
tion of the weak form of the equations of periodic motion is
sought as given in Hamilton’s principle, where the displace-
ments are given in a finite series in terms of the spatial co-
ordinates of the specimen geometry. Excellent accuracy can
be obtained using this approach.

To date, most applications of URS for the determination
of elastic constants have been for homogeneous media. Con-
sistent with these applications, the computational algorithms
developed for this purpose have without exception used basis
functions for the displacement components that have been
continuous with continuous derivatives~such as the Leg-
endre polynomials used for parallelepipeds by Demarest2 and
power series as used in the more general method developed
by Visscher and colleagues7!. This is a valid and useful ap-
proach for homogeneous media, but special care must be
taken when considering dissimilar media. At an interface be-
tween two materials that differ in elastic properties, the trans-

verse shear stresses are continuous across the interface but
there is a jump in shear modulus. Hence, there is a disconti-
nuity in the through-thickness displacement gradient that
cannot be represented using functions withC1 continuity
~i.e., functions such as power series, which possess continu-
ous first derivatives over the specimen domain!.

Recently, we developed a method to account for the
through-thickness behavior of laminated elastic and piezo-
electric media.8 This method is based on a discrete-layer ap-
proximation to the weak form of the equations of motion, in
which we split the through-thickness and in-plane depen-
dence of the approximation functions in the Ritz method.
Similar approaches have been used in related problems by
Pauley and Dong9 for wave propagation in laminated piezo-
electric media, and a generalized discrete-layer approach for
elastic laminates by Reddy.10 With this model in hand, our
present objective is to evaluate the elastic constants and den-
sities of layered parallelepipeds where only the edge dimen-
sions, layer thicknesses, total mass, and free-vibration-
response spectra are given. To our knowledge, this is the first
application of URS to dissimilar composites of this type, and
it results in a method where, rather than separating the indi-
vidual constituents of the composite, we can consider the
component as a whole.

II. MATERIAL

Three-layer Wp /Cu laminates were fabricated by a
powder-metallurgy approach in which powders of specific
compositions were mixed, layered, and then densified in a
hot press. High-purity ~99.9! 1–5-mm-diameter copper
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powder11 was mixed with high-purity~99.95! W powder
with an average particle diameter of 1mm.12 Cu–W powders
were made by mixing amounts of pure W and Cu that would
lead to a 20 percent composite when fully dense, and milling
in a polycarbonate bottle with four to five cleaned alumina
balls for 24 h. The laminate was made by pouring first the
Cu–W powder, then the pure Cu powder, and finally more
Cu–W powder into a 25.4-mm-diameter graphite die. The
inner walls of the die were coated with BN to prevent chemi-
cal reaction with carbon. After each powder type was poured,
a clean steel punch was used for leveling. This resulted in a
powder stack consisting of 20%W/0%W/20%W. The stacked
powders were then sintered in a hot press under a vacuum of
1.3331022 Pa, a load of 40 MPa at 985 °C for 15 min.
Cooling was accomplished with the load still applied at a
rate of about 20 °C/min, until about 500 °C, at which point
the rate slowed substantially. A dense trilayer sample consist-
ing of 20%W/0%W/20%W resulted, with layer thicknesses
of 1.50 mm/1.88 mm/1.66 mm, respectively.

The composite microstructure and the nature of the in-
terface between layers is apparent in the scanning electron
micrograph shown in Fig. 1. The light and dark contrasts
represent the W and Cu, respectively. Consistent with the
fact that Cu and W do not react and are mutually insoluble,
observations in the scanning electron microscope~SEM! in-
dicated that the interface between the 20% W and 0% W
layers represents a discrete transition between these compo-
sitions, without the presence of a discernible interphase.~The
SEM’s resolution limit is approximately 0.1mm!. The inter-
face plane does exhibit some roughness. Typically, the inter-
face position varies by less than 100mm over 2 mm.

Single-composition composites~20% W and pure Cu!
were produced as described above to measure the elastic
properties of the material in the outer layers. The hot-pressed
trilayer composites were subsequently cut by diamond saw
into specimens of dimensions 7.0137.8435.04 mm, with
the layers in the third dimension. Single-composition speci-
mens were cut by electrodischarge machining to dimensions
10.039.038.0 mm, with no layers.

III. THEORY

A. Geometry and boundary conditions

The rectangular parallelepiped described in the previous
section is a special case of the general layered block assumed
in our theoretical calculations. The parallelepiped is in gen-

eral composed of an arbitrary number of elastic and isotropic
layers. The parallelepiped has dimensions Lx , Ly , and Lz ,
and the z direction is perpendicular to each dissimilar-
material interface. Each layer has constitutive equations that
can be expressed as13

s i j 5ld i j ekk12mei j . ~1!

Here,l andm are the Lame´ parameters,d i j is the Kronecker
delta,s i j are the components of stress, andei j are the com-
ponents of infinitesimal strain. We also use the alternate form
of the constitutive relation

s i j 5Ci jkl ekl , ~2!

where theCi jkl are the components of the elastic-stiffness
tensor, which can be expressed in terms of the two Lame´
parameters. The strain-displacement relations are given by

ei j 5
1

2 S ]ui

]xj
1

]uj

]xi
D . ~3!

Here,ui represent the displacement components.
Hamilton’s principle forms the basis for the weak form

of the equations of motion14

dE
t0

t

dtE
V
F1

2
ru̇ j u̇ j2Uo~ekl!GdV1E

t0

t

dtE
S
T̄kduk dS50.

~4!

Here,t is time,V andSare the volume and surface occupied
by and bounding the solid,T̄ are the specified surface trac-
tions, d is the variational operator, the overdot superscript
represents differentiation with respect to time, andUo repre-
sents the strain-energy density, given for a linear elastic ma-
terial as

U5 1
2Ci jkl ei j ekl . ~5!

The weak form of the governing equations, as well as
the governing differential equations themselves, can be
found by substituting the above relations into Hamilton’s
principle. Here, we use the usual contracted notation for the
elastic stiffnessesCi jkl by compressing theij andkl indices
into a single index ranging from 1 to 6, and maintaining the
range ofm from 1 to 3. For example,C1122 becomesC12,
and so on. In rectangular Cartesian coordinates, we setx1

5x, x25y, and x35z, with the displacements asu1

5u(x,y,z), u25v(x,y,z), and u35w(x,y,z). The weak
form can be expressed using this nomenclature as

FIG. 1. Microstructure of the trilayer composite inter-
face and the copper/tungsten composite.
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B. Discrete-layer approximation

In many past studies, approximations to the three dis-
placements are generated in terms of the global (x,y,z) co-
ordinates. In this study, the dependence of the displacements
on thez coordinate is separated from the functions inx andy.
This allows for global functions inx and y that result in a
subsequent reduction of the size of the computational prob-
lem. Hence, approximations for the three displacement com-
ponents are sought in the form10

u~x,y,z,t !5(
i 51

m

(
j 51

n

U ji ~ t !C i
u~x,y!C̄ j

u~z!,

v~x,y,z,t !5(
i 51

m

(
j 51

n

Vji ~ t !C i
v~x,y!C̄ j

v~z!, ~7!

w~x,y,z,t !5(
i 51

m

(
j 51

n

Wji ~ t !C i
w~x,y!C̄ j

w~z!.

Here, m and n are the respective number of in-plane and
through-thickness terms used to approximate each variable.
The approximations for each of the three field quantities are
constructed in such a way as to separate the dependence in
the planar coordinate variables from that in the coordinate
variable perpendicular to the interface. The reason for this is
that the change in the material properties forces a break in
the gradients of the displacements across an interface. This
can be seen easily by considering the case of shear stress at a
dissimilar-material interface. Since the stress must be con-
tinuous across an interface but the shear modulus is different
for two layers, the shear strain must be different. This im-
plies that the slope of the displacement variables across the
interface must be different, thus eliminating functions such

as the commonly used power series7 or Legendre
polynomials.3

In the thickness direction, one-dimensional Lagrangian
interpolation polynomials are used forC̄ j (z). For the in-
plane approximations, different types of approximations can
be used for the two-dimensional functionsC j (x,y). We use
power series for the problem of traction-free vibration. For a
parallelepiped withn layers (n21) is the number of subdi-
visions through the parallelepiped thickness~typically taken
equal to or greater than the number of layers in the parallel-
epiped!, and G j i is the value of componentG at height j
corresponding to thei th in-plane approximation function.10

Substituting these approximations into the weak form in
Eq. ~6!, introducing the assumption of periodic motion, col-
lecting the coefficients of the variations of the displacements,
and placing the results in matrix form, we obtain the result

rv2F @M11# @0# @0#

@0# @M22# @0#

@0# @0# @M33#
G H $u%

$v%
$w%

J
2F @K11# @K12# @K13#

@K21# @K22# @K23#

@K31# @K32# @K33#
G H $u%

$v%
$w%

J 5H $0%
$0%
$0%

J . ~8!

The elements of these submatrices are themselves submatri-
ces whose elements are determined by evaluating the prein-
tegrated elastic stiffnesses through the thickness multiplied
by the various shape functions or their derivatives as deter-
mined by the variational statement. If these submatrices,
each of order (n11), are defined by the subscriptsa andb,

TABLE I. Groupings of approximation functions.

Group Displacement x y z Group Displacement x y z

OD u O E E OX u O O O
v E O E v E E O
w E E O w E O E

EY u O O E EZ u O E O
v E E E v E O O
w E O O w E E E

EX u E E E EV u E O O
v O O E v O E O
w O E O w O O E

OY u E E O OZ u E O E
v O O O v O E E
w O E E w O O O
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the corresponding elements can be expressed in a fairly com-
pact form. These are given in the Appendix.

The matrix equations are general and can accommodate
approximating functions in (x,y) that are either global and
analytic ~such as Fourier or power series! or local and ex-
actly evaluated~such as finite-element polynomials!. The de-
pendence on thez coordinate has been eliminated by prein-
tegrating, which manifests itself in the matrix equations
above. Because of the nature of the approximating functions
themselves, the derivatives of the displacement are continu-
ous over only a specific sublayer. If the material is homoge-
neous, this is still an acceptable approximation even for a
subdivided layer because the behavior trends toward a con-
tinuous derivative as the number of layers increases. For the
case of dissimilar media, the functions allow a break in the
slope, which matches physical reality much more accurately
than does a global approximation.

For a homogeneous isotropic parallelepiped, Ohno3

showed that the eigenvalue problem in Eq.~8! can be split
into eight smaller problems using symmetry arguments of the
displacement-field components and matching these with the
appropriate series terms in the approximation functions.
These are denoted by the eight groups listed in Table I,3

where the letters O and E, respectively, denote functions that
are odd or even with respect to the appropriate spatial coor-
dinate. For example, power series can be used for each of the
displacement functions~such as in the powerful algorithm of
Visscher and colleagues7!. Including six terms in the Pascal-
triangle visualization of the approximation functions~i.e.,
terms up tox5y5z5) means a general eigenvalue problem for
three unknowns with 63 terms in each, or an eigenvalue
problem of dimension 648. If symmetry is used, this problem
can be split into eight problems of dimension 81, greatly
increasing the speed of this computation. This calculation
must be completed many times when the elastic constants are
being computed, and hence the splitting of the original prob-
lem possesses much appeal.

For the layered bimaterial, however, there is no material
symmetry about thex–y plane, and hence the splitting op-

eration for this characteristic must be removed. This results
not in eight groups, but four, which are the more generalized
groups defined in Table I before exploiting symmetry about
thex–y plane. We define these four groups and their labeling
in Table II.

IV. MEASUREMENTS

We measured three materials: nearly texture-free copper,
0.2W/Cu composite, and a three layer 0.2W/Cu–Cu-
0.2W/Cu laminate. Using an optical microscope, we mea-
sured layer thicknesses of 0.150–0.188-0.166 cm for the
laminate. Mass densities were determined using Archimedes’
method with distilled water as a standard. The copper con-
tained a significant volume fraction of voids that lowered the
expected mass density by about 8%. The composite speci-
men contained about 1% voids. For the elastic-constants de-
termination, we used URS as described in the previous sec-
tion and by Migliori and Sarrao6 for homogeneous materials.

The sending and receiving transducers were poled poly-
crystalline lead zirconate titanate~PZT! that hold the speci-
mens by their corners diagonally. One transducer transmits
continuous sinusoidal waves to the specimen, and the other
transducer detects the specimen’s displacement response.

FIG. 2. Measured resonance spectrum
of trilayer laminate. Resonant frequen-
cies yield theCi j . The bars at the bot-
tom of the figure indicate resonance
frequencies calculated from the de-
ducedCi j .

TABLE II. Group structure for layered isotropic laminate.

Group Displacement x y

1 u E E
v O O
w O E

2 u E O
v O E
w O O

3 u O O
v E E
w E O

4 u O E
v E O
w E E
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Their center frequencies were 10 MHz. Their broadband
character permits using them far from their resonance fre-
quencies, thus minimizing the piezoelectric-crystal contribu-
tions to the systems macroscopic frequencies and damping.
Figure 2 shows the frequency-response spectrum for the lay-
ered composite. The two separate constituent materials also
have a response spectrum, but their individual behavior is
used only to compare with the results from our layered
model, and hence these are not shown. As discussed above,
the resonance frequencies depend on specimen shape, size,
mass~or mass density!, elastic stiffnesses, and layer thick-
nesses. Although not reported, internal frictions can be cal-
culated from the half-power width of associated resonance
peaks.

V. RESULTS AND DISCUSSION

The general procedure that forms the foundation of us-
ing URS to calculate the elastic constants is to iteratively
select the elastic constants that give the best fit to the mea-
sured frequencies. This is accomplished by minimizing the
differences between the measured and experimental frequen-
cies using the Levenburg–Marquardt algorithm.13 Details of
this procedure are described by Migliori and Sarrao.6

Two types of models are used to determine the elastic
constants of the constituent materials used in this study. The
model of most interest is the discrete-layer model described
above, which is necessary to represent the through-thickness
behavior of the layered material. However, we also use a
simpler method to calculate the elastic constants of each of
the two constituent materials when these materials appear in
a homogeneous block. In this case, global basis functions
with C1 continuity can be used since the displacement gra-
dients are continuous within the deformed~vibrating! solid.
Our weak form and matrix equations now remain the same,
but in this case ourz-direction approximations retain the
form used for the in-plane approximation functions. This
methodology is well developed~see, for example, Refs. 6
and 5! and we will not discuss it here other than to note that
we used the same fitting procedure for the experimental fre-
quencies of the homogeneous blocks as we did for the lay-
ered material, with a resulting frequency rms error of 0.11
percent for the Cu and 0.08 percent for the Wp /Cu compos-
ite. We note that for the homogeneous block, only two elastic
parameters are fit to the measured frequencies; for the lay-
ered block, there are four.

It is usually necessary to use a number of frequencies at
least five times larger than the number of unknown constants
to be determined.6 In this application, we use the lowest 29
frequencies in our inversion scheme for the layered material.
Although it is not uncommon to have missing modes in a
response spectrum, that is not the case here and our theoret-
ical frequencies show a very strong relationship with the ex-
perimental frequencies. We iteratively solve the eigenvalue
problem given in Eq.~8! until the differences between the
measured and computed frequencies reach a minimum. The
initial guess for the elastic constants has no effect on the final
values provided they are within a reasonable range~5–10
percent! of the final elastic constants. This point is discussed
in more detail by Migliori and Sarrao.6

The 29 frequencies used in the minimization procedure
can be split into four groups as described above. Each of
these frequencies has a corresponding modal displacement
pattern of the deformation pattern the specimen undergoes as
it oscillates at this frequency. In Figs. 3–6 we show the low-
est nonzero modal pattern for each of the four groups. For
the type of assumed displacement field we have used in our
solution methodology, there are six rigid-body modes~three
translational and three rotational! that result in a displace-
ment with zero strain energy. These each yield a frequency of
0, and are not included in our results other than to note that
groups 1 and 3 possess one each of these modes, with groups
2 and 4 possessing two each. In several of these figures

FIG. 3. Modal shape for the lowest mode in group 2~and lowest overall
frequency! for layered bimaterial. Physically, this corresponds to shear in
the x–y plane. This is the first nonzero frequency in group 2. This modal
group has one rigid-body mode with zero frequency.

FIG. 4. Modal shape for the lowest mode in group 4 for layered bimaterial.
This mode corresponds to the breathing mode associated with the flat faces
remaining nearly plane but undergoing uniform deformation across each of
the six faces. This is the first nonzero frequency in group 4 which, as in
group 2, also has a single rigid-body mode.
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~where four divisions have been used for each physical layer
of the specimen!, the modal patterns show the break in the
shear strain at a dissimilar material interface, indicating the
need for appropriate approximating functions through the
thickness.

The final values for the elastic constants of the two con-
stituent materials are given in Table III, and were calculated
with a final rms error in frequency of 0.26 percent. In this
table, the elastic constants are compared with values calcu-
lated using methods described above. Our theoretical model
for the layered material assumes that each of the layers is
isotropic, and hence we estimate a singleC11 and C44 for
each of the two layers. The good fit to the measured frequen-
cies is further demonstrated in Table IV, where we show the

measured frequencies compared with the theoretical frequen-
cies as calculated using the final elastic constants for the two
layers. Also shown in this table are the frequencies that
would result if the parallelepiped were a homogeneous block
of either of the two materials, with block H1 denoting a
homogeneous block of 20 percent tungsten and H2 a homo-
geneous block of pure copper. Lack of significant anisotropy
in the elastic constants shown in Table IV reveals nearly
texture-free materials, as expected for powder-metallurgy
preparation.

Our results forC11 lie within 0.9% of those of the aver-
age equivalent moduli for the Cu and 1.9% of the Wp /Cu
composite. Our values forC44 are within 0.6% and 0.05%
for the same two materials, respectively. It is quite possible
that for a block with such a low aspect ratio, modes involv-
ing shear deformation are more dominant, leading to better
agreement for the shear moduli than that ofC11. Other natu-
ral sources of error include the precise nature of the
dissimilar-layer bond and our treating each of the materials
as isotropic in our layered model.

Our ability to extract the elastic constants of individual
layers within a laminate could prove to be significant for
certain types of materials for which a homogeneous speci-
men may be difficult to procure. Thin films on substrates or
natural multilayered solids could potentially be studied using
this approach without having to separate the materials for
individual examination. Though not without limitations, we
have shown for the first time that ultrasonic-resonance spec-
troscopy methods can be applied to layered systems with
reasonably good results. Applications to more complex sys-
tems await future study.

FIG. 5. Modal shape for the lowest mode in group 1 for layered bimaterial.
This group has two rigid-body modes.

FIG. 6. Modal shape for the lowest mode in group 3, which also has two
zero rigid-body frequencies and corresponding modal shapes.

TABLE III. Calculated material properties for Cu and 0.2 Wp /Cu compos-
ite. The subscript H denotes that a homogeneous specimen was used to
calculate the elastic properties, whereas the subscript L denotes calculation
using the layered specimen and discrete-layer theoretical model that is the
primary focus of this study. The parametersCL , B, G andE, are the longi-
tudinal, bulk, shear, and Young moduli, andn andc are the Poisson ratio and
void volume fraction, respectively. All constants are in GPa exceptr, n, and
c.

Cu (URSH) Cu (URSL)
0.2 Wp /

Cu (URSH)
0.2 Wp /

Cu (URSL)

r ~g/cm3! 8.2348 10.8954
C11 155.71 239.74
C22 157.79 154.88 240.30 242.18
C33 155.31 233.23

C44 40.001 60.015
C55 39.953 40.25 59.985 60.31
C66 40.175 60.845

C12 76.518 118.51
C13 75.733 74.37 116.83 121.56
C23 76.557 116.95

CL 156.30 237.80
B 102.93 157.52
G 40.025 60.213
E 106.30 160.22
n 0.3279 0.3305
c 0.078 0.009
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VI. CONCLUSIONS

~1! Discrete-layer models that account for kinks in displace-
ment gradients across a dissimilar-material interface are
crucial in obtaining accurate theoretical frequency pre-
dictions and subsequent estimates of elastic constants.

~2! Ultrasonic-resonance spectroscopy can be applied to lay-
ered isotropic laminates with good accuracy. For a
trilayer composite, we found matching of the first 29
frequencies yielding an rms error of 0.26 percent be-
tween theoretical and measured frequencies. There were
no missing modes.

~3! Layer elastic constants of the two dissimilar materials
agree with elastic constants computed using homoge-
neous specimens within 0.9 percent for the Cu and 1.9
percent for the Wp /Cu composite forC11, and within
0.6 and 0.05 percent, respectively, forC44.
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APPENDIX:

The entries in the element coefficient matrices can be
expressed as

@K11#ab5E
A
F @A11#

]Ca
u

]x

]Cb
u

]x
1@D55#Ca

uCb
u

1@A66#
]Ca

u

]y

]Cb
u

]y Gdx dy, ~A1!

@K12#ab5E
A
F @A12#

]Ca
u

]x

]Cb
v

]y

1@A66#
]Ca

u

]y

]Cb
v

]x Gdx dy, ~A2!

@K13#ab5E
A
F @B13#

]Ca
u

]x
Cb

w1@B̄55#Ca
u

]Ca
w

]x Gdx dy,

~A3!

@K22#ab5E
A
F @A22#

]Ca
v

]y

]Cb
v

]y
1@D44#Ca

v Cb
v

1@B24#TCa
v

]Cb
v

]y
1@A66#

]Ca
v

]x

]Cb
v

]x Gdx dy,

~A4!

@K23#ab5E
A
F @B23#

]Ca
v

]y
Cb

w1@B̄44#Ca
v

]Ca
w

]y Gdx dy,

~A5!

TABLE IV. Modal groups and frequencies~in Hz! for laminated and homogeneous blocks.

Mode vexp v lay Glay vH1 GH1 vH2 GH2

1 123 942 123 427 2 129 045 2 105 420 2
2 169 557 169 834 4 175 576 4 143 242 4
3 187 150 185 726 2 203 567 1 165 928 1
4 190 199 189 992 1 207 530 2 169 501 2
5 195 462 195 012 2 211 099 2 172 448 2
6 213 480 213 429 3 225 387 4 183 066 4
7 214 272 214 545 4 232 775 4 190 131 4
8 218 005 217 919 4 237 165 1 193 545 1
9 220 732 220 782 1 237 460 3 193 662 3

10 221 446 220 885 3 238 123 3 194 436 3
11 232 966 232 829 1 258 947 3 211 037 3
12 241 005 240 977 4 260 030 1 212 193 1
13 242 515 242 622 3 262 221 4 213 874 4
14 258 394 259 043 4 287 736 4 234 620 4
15 276 146 275 605 1 297 445 1 242 835 1
16 298 201 297 474 2 323 122 1 263 872 1
17 298 964 299 177 1 324 685 3 265 165 3
18 304 732 304 759 3 326 833 3 266 848 3
19 305 277 305 047 3 327 795 2 267 450 2
20 308 197 308 117 2 330 751 4 269 744 4
21 313 024 312 235 4 350 621 1 285 526 1
22 315 030 315 415 3 351 051 3 285 749 4
23 316 972 315 811 4 351 535 4 285 912 3
24 319 186 319 121 1 351 595 2 286 695 2
25 324 133 324 330 4 359 377 4 292 252 4
26 331 772 333 170 1 363 043 4 296 226 4
27 333 451 333 674 4 370 136 2 302 195 2
28 335 782 335 629 3 372 100 4 303 725 4
29 340 605 342 694 4 381 167 1 310 452 1
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@K33#ab5E
A
F @A44#

]Ca
w

]y

]Cb
w

]y
1@D33#Ca

wCb
w

1@A55#
]Ca

w

]x

]Cb
w

]x Gdx dy. ~A6!

The submatrices listed above are computed by preintegrating
the functions inz. For any general approximation through the
thickness, these can be expressed as

Ai j
km5(

l 51

N E
zl

zl 11
CkmC̄ i~z!C̄ j~z!dz, ~A7!

Bi j
km5(

l 51

N E
zl

zl 11
CkmC̄ i~z!

dC̄ j~z!

dz
dz, ~A8!

B̄i j
km5(

l 51

N E
zl

zl 11
CkmC̄ i~z!C̄ j~z!dz, ~A9!

Di j
km5(

l 51

N E
zl

zl 11
Ckm

dC̄ i~z!

dz

dC̄ j~z!

dz
dz. ~A10!
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Basic types of discontinuity in circular acoustic wave guide
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It is considered the interaction of acoustic waves with two basic discontinuities—‘‘diameter step’’
and ‘‘diaphragm with coaxial opening’’—in a cylindrical acoustic waveguide with a rigid wall. The
problem is considered and solved in rigorous formulation for the case of axial symmetry and below
first radial resonance (f r1) in the waveguide. Obtained data demonstrate that a one-dimensional
~1-D! model provides good results for the ‘‘diameter step’’ if the frequency does not exceed 18%–
50% of f r1 . Calculated data for the ‘‘diameter step’’ demonstrate that this discontinuity follows the
reciprocity principle~below f r1)—the parameter of nonreciprocity does not exceed calculation
errors. Data for the ‘‘diaphragm’’ demonstrate good agreement with the Lamb formula for a rigid
screen with parallel slots—a 2-D problem in the Cartesian coordinates. Calculation errors for the
both discontinuities were evaluated with the energy conservation law. The difference between sum
of power fluxes in reflected and transmitted waves and the power flux in the incident wave does not
exceed 1%. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1621862#

PACS numbers: 43.20.Mv, 43.20.Bi@MO# Pages: 2626–2632

I. INTRODUCTION

Two types of discontinuities in a circular acoustic wave-
guide with a rigid wall—will be considered—see Fig. 1.
These discontinuities have important applications in acous-
tics and attract attention as objects of research. The first such
object is the ‘‘interaction of acoustic waves with periodic
rigid grating.’’1 At normal incidence this problem may be
transformed to a corresponding discontinuity in a waveguide
with rigid walls. Another interesting object is an ‘‘artificial
matching layer’’2—a periodic grating with final thickness
that may be placed before a radiating transducer to improve
radiation into a medium with low acoustic impedance~gas!.
One more example: a diameter step in a circular waveguide
as an acoustic transformer—see Ref. 3, Chap. 17. Such an
acoustic transformer was used in old speakers~in 1930
years! to improve radiation into air.

Any correct consideration of the acoustic wave problem
in a waveguide is based on acoustic modes of such a wave-
guide. Fortunately, this problem has already been considered
in rigorous formulation for a cylindrical waveguide with a
rigid and soft wall—see, for example, Refs. 3 and 4. Some
details of waveguide modes that are needed to proceed fur-
ther will be briefly considered below.

A discontinuity ‘‘diameter step’’ can be considered in the
frame 1-D model, and such an approximate approach~be-
cause a 1-D model is fundamentally approximate for such a
problem! provides simple and well-known expressions—see,
for example, Refs. 3 and 4—for reflection (R0) and trans-
mission (T0) coefficients,

R05
S12S2

S11S2
, T05

2S1

S11S2
, ~1!

whereS1 andS2 are areas of a cross section in a region with
the incident wave~the left section atz,0) and in the region

with the transmitted wave~the right section atz.0), respec-
tively. We may expect a high accuracy of these expressions
at frequencyf→0 and a worsening of accuracy asf ap-
proaches the first radial resonance. Previous works made sig-
nificant contributions to the problem, but they applied some
assumptions to simplify the calculation procedure. Let us
consider examples of such assumptions in basic previous
works: ‘‘the gradient of the pressure has only axial
component’’6 introduction of an ‘‘equivalent’’ electric circuit
with lumped elements to simulate a ‘‘diameter step,’’6–8 the
introduction of ‘‘discontinuity inductance.’’7,8 Assumptions
can reduce calculation problems, but create other problems:
difficulties with the evaluation of errors. The current situa-
tion remains as follows: ‘‘there are no tables allowing the
engineer to compute easily the effect of these
discontinuities.’’8

A discontinuity ‘‘rigid diaphragm with opening’’ cannot
be considered in the frame 1-D model at all. First a good
result has been obtained by Lamb1 in the low-frequency
case. Actually, Lamb considered the interaction of acoustic
waves with periodic grating of slots in a thin rigid screen at
normal incidence. This problem may be correctly trans-
formed into the problem for a waveguide with a rigid
diaphragm—see Fig. 2 and some recent works.2,5 Lamb con-
sidered this 2-D problem in the Cartesian coordinatesx, y
and without dependence on coordinatez ~the wave travels
along thex axis!. The period of the grating was 2a; the
width of the slots was 2b. Hence, the width of an equivalent
waveguide should be 2a and the width of the diaphragm
opening should be 2b. The Lamb formula1 for a reflection
coefficient is

R5
ikD

11 ikD
, D5

2a

p
lnF1YsinS pb

2a D G , ~2!

where k is the wave number in the acoustic medium. The
above formula may be applied only for the first traveling
mode in the waveguide~below first resonance along widtha!Electronic mail: solokhin@comcast.net
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2a). The expression in form~2! provides the correct com-
plex value for R in a system with positive time—
exp(ivt)—see Note 1 for clarification.

It needs to consider some details about modes of a cir-
cular waveguide with a rigid wall to proceed further with the
analysis of discontinuities. A traditional way is to start with

the wave equation~in a cylindrical coordinate system! for the
velocity potentialF. After the separation of variables@as it
was suggested by Fourier:F(r ,z)5R(r )Z(z)] we come to
different equations for two coordinate functions,R(r ) and
Z(z). Solutions of these equations are well known,

R~r !5AJ0~ar !, Z~z!5C exp~2 ibz!1D exp~ ibz!.
~3!

Radial and axial wave numbers have the relation:a21b2

5k2; k5v/c. Wave velocity in an unbounded acoustic me-
dium is c. We consider a waveguide with a rigid wall atr
5R1 , hence, there should be a boundary condition: a radial
component of velocity must be zero on this surface. Velocity
V in the acoustic medium,

V52grad~F!52er

]F

]r
2ez

]F

]z
, ~4!

whereer and ez are the unit vectors in the radial and axial
direction, respectively. A mentioned boundary condition at
r 5R1 defines an infinite sequence of radial wave numbers,

aR15gm ~m50,1,2,...!, g050, g153.832,
~5!

g257.016,...,

that leads to a corresponding sequence for axial wave num-
bersbm ,

bm5Ak22am
2 ; am5

gm

R1
. ~6!

So, the mode can exist as a traveling mode if the difference
under the root in~6! is positive~a zero value corresponds to
the radial resonance!. Hence, the mode witha5a050 can
exist always and it exists as a single traveling mode in the
frequency range from zero to the first radial resonance,

0, f ,
g1c

2pR1
5

3.832c

2pR1
. ~7!

So, we are ready to consider both types of discontinuity
and do it as the boundary-value problems and without any
simplifying assumption—see below.

II. DISCONTINUITY ‘‘DIAMETER STEP’’

The geometry of this structure is shown in Fig. 1~a!.
Such a structure may exist in two versions: ‘‘transmission
into smaller tube’’ and ‘‘transmission into larger tube.’’ An
analysis of these two versions is not absolutely identical and
we start here with a case ‘‘transmission into smaller tube.’’
The structure has axial symmetry and the axisz is directed
along the axis of symmetry. The diameter step is located at
z50. There are two different regions in the structure: region
1 at z<0 with outer radiusR1 and region 2 atz>0 with
outer radiusR2 . Let us consider~briefly! the calculation pro-
cedure we are going to use. Solutions have to be built for
each region. The solution in the first region (F1) contains an
incident wave and a reflected wave. The solution in the sec-
ond region (F2) contains only a transmitted wave. Hence,
reflected and transmitted waves follow the ‘‘Sommerfeld ra-
diation condition.’’ These two solutions have to be ‘‘sewed’’
at junction (z50) to get continuity for the potential and its

FIG. 1. Two basic types of discontinuity in an acoustic waveguide with a
rigid wall: diameter step~a! and rigid diaphragm with a coaxial opening~b!.

FIG. 2. The 2-D grating of slots in a rigid screen at normal incidence~theZ
axis is perpendicular to the sketch plane!. Rigid walls, that do not provide
any disturbance to the acoustic field, are shown by dotted lines. Such walls
create a system of equivalent waveguides.
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first axial derivative. Sewing creates a system of linear equa-
tions. This procedure is used for both types of discontinuity
and without any simplifying assumption. The same proce-
dure may be used for more complex cases with several trav-
eling modes.

So, ‘‘transmission into smaller tube.’’ The problem is
considered in frequency range~7!: below first radial reso-
nance in region 1. The incident wave~the single traveling
mode! has unit amplitude and goes from left to right in re-
gion 1. Discontinuity generates a reflected wave~with am-
plitude R! in region 1 and a transmitted wave~with ampli-
tudeT! in region 2. So, an expression for the potential in the
region 1 can be written—see~3!–~6!—in the form

F1~r ,z!5e2 ikz1Reikz1(
m

AmebmzJ0~amr !,

am5
gm

R1
, bm5Aam

2 2k2, m51,2,... .

~8!

The dependence on time has been chosen in the form
exp(ivt)—with positive time.bm is the axial wave number
~infinite sequence!. An infinite sum presents local inhomoge-
neous waves near the junction.

Note 1: It needs to be noted that the wave equation al-
lows us to use negative time@exp(2ivt)# as well as positive
@exp(ivt)#. Hence, there are two different possible systems to
build a solution: with positive time or with negative time.
There is a very important point: reflection and transmission
coefficients for the same structure demonstrate complex con-
jugated values in these systems. Therefore, it needs to be
very accurate to compare calculated data from different or
not identified systems. For example, the cited Lamb formula
~2! has been presented here in the system with positive time,
but the reader can find it in conjugated form5 in the system
with negative time.

The velocity potential in the region 2 can be written—
see~3!–~6!—in the form

F2~r ,z!5Te2 ikz1(
n

Bne2dnzJ0~enr !,

en5
gn

R2
, dn5Aen

22k2, n51,2,... . ~9!

To proceed further we need expressions for axial velocity
@n(r )# and velocity potential@ f (r )# in both regions at a
junction ~at z50). So, in the region 1~at z520) we have

f 1~r !511R1(
m

AmJ0~amr !,

~10!

n1~r !5 ik~12R!2(
m

AmbmJ0~amr !.

In the region 2~at z510),

f 2~r !5T1(
n

BnJ0~enr !,

~11!

n2~r !5 ikT1(
n

BndnJ0~enr !.

The boundary conditions in the region 1~at the junction!
have a mixed form: zero axial velocity on the rigid wall and
continuity of the potential and axial velocity in the pass,

~R2,r ,R1!, n1~r !50, ~12!

~0,r ,R2!, f 1~r !5 f 2~r !,
~13!n1~r !5n2~r !.

Condition~12! is very simple and may be satisfied in differ-
ent ways, for example, with the collocation method,

(
m

AmbmJ0~amr j !5 ik~12R! ~R2,r j,R1!. ~14!

Conditions~13! are not so simple and may be satisfied in
different ways as well. Actually, expressions~13! represent
physical properties of hydrodynamic flow at the junction. Let
us consider the possible mathematical formulation of such
conditions. FunctionsJ0(enr ) form an orthogonal system in
the pass—over the interval (0,R2). Hence, coefficientsBn

can be obtained by direct decomposition off 1 andn1 in the
Fourier–Bessel series. This routine mathematical operation
provides continuity ‘‘automatically.’’ But there is one very
important point here: we can obtain coefficientsBn in two
different ways—from the continuity of the potential (Bn

f )
and from the continuity of axial velocity (Bn

n). So, we came
to conditions of compatibility in the form

Bn
f 5Bn

n , n51,2,..., ~15!

Tf5Tn. ~16!

Conditions~15!–~16! may be considered as a possible math-
ematical form of conditions~13!. Let us consider it in detail.
Continuity of the potential provides

11R1 (
m51

`

AmJ0~amr !5T1 (
n51

`

Bn
f J0~enr !. ~17!

Decomposition with the Hankel transform over 0,r ,R2 ,

Bn
f 5

1

*0
R2J0

2~enr !r dr
(

m51

`

AmE
0

R2
J0~amr !J0~enr !r dr .

~18!

Continuity of the axial velocity provides

ik~12R!2 (
m51

`

AmbmJ0~amr !

5 ikT1 (
n51

`

Bn
ndnJ0~enr !. ~19!

Decomposition over 0,r ,R2 provides

Bn
n5

21

dn*0
R2J0

2~enr !r dr
(

m51

`

AmbmE
0

R2
J0~amr !

3J0~enr !r dr . ~20!

Substituting~18! and~20! into ~15!, we come to a condition
of compatibility in the form
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(
m

AmS 11
bm

dn
D E

0

R2
J0~amr !J0~enr !r dr 50

~n51,2,...!. ~21!

Expression~21! is equivalent of condition~15! and now may
be directly used in calculation practice.

Note 2. Conditions of compatibility: If a solution is built
with variable parameterR, both conditions~15!–~16! cannot
be imposed for any arbitraryR, because it can create contra-
diction with the energy conservation law. The energy conser-
vation law for this case is: power flux in the incident wave
equal to the sum of power fluxes in the transmitted and re-
flected waves. Mathematically it may be written in the form

uRu21
R2

2

R1
2

uTu22150. ~22!

The energy conservation law will not be violated if we im-
pose condition~15! only. Condition ~16! can be used as a
criterion to check choice for the variable parameterR: the
better choice forR the better accuracy of~16!. Condition
~16! can be realized with following expressions:

Tf5
2

R2
2 E0

R2
f 1~r !r dr , Tn5

2

ikR2
2 E0

R2
n1~r !r dr . ~23!

So, the calculation procedure ‘‘diameter step—
transmission into smaller tube’’—is built in the following
way. The system of linear equations to calculate coefficients
Am contains Eqs.~14! and ~21! with variable parameterR.
CoefficientsAm are calculated for anyR value, but only a
correctRvalues meets with the criterion~16!. If we obtain an
R value that meets with criterion~16!, it is accompanied by a
satisfaction of energy conservation law in the form~22!.
Small incompliance in~22! may be considered as an evalu-
ation of an existing calculation error.

Let us consider another case of discontinuity diameter
step: ‘‘transmission into larger tube’’ (R1,R2). The condi-
tion for frequency should be in the form

0, f ,
g1c

2pR2
5

3.832c

2pR2
, ~24!

because we assume the existence of only one traveling mode
in both regions. Expressions for the potential in both regions
are the same with the previous case—see~8! and ~9!, but
boundary conditions at the junction must be changed to the
form

~R1,r ,R2!, n2~r !50, ~25!

~0,r ,R1!, f 1~r !5 f 2~r !,
~26!

n1~r !5n2~r !.

The boundary conditions~25!–~26! have a mixed form in the
region 2. We need to build a system of linear equations~to
calculate unknown coefficientsBn) in the region 2. The vari-
able parameter isT. So, condition~25! provides the expres-
sions

(
n

BndnJ0~enr j !52 ikT ~R1,r j,R2!. ~27!

We employ the collocation method, like it has been done
before—see~14!. Using the same integral transformation
@see~17!–~21!#, we can obtain a condition of compatibility
for the considering case:Am

f 2Am
n 50,

(
n

BnS 11
dn

bm
D E

0

R1
J0~amr !J0~enr !r dr 50

~m51,2,...!. ~28!

The criterion of accuracy for this case has the form

Rf2Rn50,

Rf5211
2

R1
2 E0

R1
f 2~r !r dr , ~29!

Rn512
2

ikR1
2 E0

R1
n2~r !r dr .

The system of linear equations to calculate unknown coeffi-
cientsBn is built with expressions~27! and ~28!. The crite-
rion ~29! directs calculations to correct theT value. The en-
ergy conservation law in the form~22! is used to check the
calculation error.

Calculated data for the ‘‘diameter step—transmission
into smaller tube’’—are in Tables I–III.R151.0 mm, wave
velocity c5340 m/s~the air at room conditions!. First radial
resonance in the region 1 is atf r15207.4 kHz. Parameter
‘‘error’’ in the tables is the value on the right side of expres-

TABLE I. Diameter step: transmission into a smaller tube.R250.71 mm
(R050.330,T051.330).

f, kHz f / f r1 R T Error

20 0.0964 0.33010.015i 1.32920.031i 0.0002
40 0.1929 0.33110.031i 1.32720.062i 0.0004
60 0.2893 0.33310.047i 1.32320.094i 0.0002
80 0.3857 0.33610.064i 1.31720.127i 0.0003

100 0.4822 0.34010.083i 1.30920.165i 0.0005
120 0.5786 0.34610.104i 1.29720.206i 0.0007
140 0.6750 0.35510.128i 1.28020.254i 0.0004
160 0.7715 0.36910.158i 1.25120.313i 0.0008
180 0.8679 0.39510.199i 1.19920.395i 0.0006
190 0.9161 0.42010.229i 1.15020.454i 0.0006

TABLE II. Diameter step: transmission into a smaller tube.R250.50 mm
(R050.600,T051.600).

f, kHz f / f r1 R T Error

20 0.0964 0.60110.018i 1.59720.073i 0.0006
40 0.1929 0.60310.037i 1.58720.149i 0.0009
60 0.2893 0.60810.056i 1.56820.224i 0.0003
80 0.3857 0.61510.076i 1.54020.304i 0.0005

100 0.4822 0.62510.097i 1.50020.388i 0.0002
120 0.5786 0.63910.119i 1.44320.475i 0.0004
140 0.6750 0.66010.143i 1.36120.571i 0.0002
160 0.7715 0.69110.168i 1.23520.671i 0.0005
180 0.8679 0.74510.192i 1.02120.769i 0.0008
190 0.9161 0.79010.200i 0.84020.799i 0.0005
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sion ~22!. R and T values, calculated with expressions~1!,
are denoted asR0 andT0 and they demonstrate perfect con-
sistency with the calculated data in Tables I–III~at lowest
frequency!.

Calculated data for the ‘‘diameter step—transmission
into larger tube’’—are below in Table IV.R251.0 mm, wave
velocity c5340 m/s~the air at room conditions!. First, radial
resonance in the region 2 is atf r25207.4 kHz. Parameter
‘‘error’’ in the table is a result of a check with the energy
conservation law: a value on the right side of expression
~22!. R and T values, calculated with expressions~1!, are
denoted asR0 andT0 , and they demonstrate perfect consis-
tency with the calculated data at lowest frequency.

III. DISCONTINUITY ‘‘RIGID DIAPHRAGM WITH
COAXIAL OPENING’’

Geometry of this coaxial structure is shown in Fig. 1~b!.
The structure has two regions with the same outer radiusR1 :
region 1 atz,0 and region 2 atz.0. The radius of the
opening in the diaphragm isR2 (R2,R1). An incident wave
with unit amplitude travels in the region 1 from left to right
and generates a reflected wave~with amplitude R! in the
region 1 and transmitted wave~with amplitude T! in the
region 2. Expressions for the potential and axial velocity can
be borrowed from~8!–~11!. There are several important de-
tails here

~1! Both regions have the same outer radius that leads to

am5em , bm5dm , m5n. ~30!

~2! n1~r !5n2~r !→T512R, Bm52Am . ~31!

Relations~31! have been obtained in Ref. 5. Now we can
continue further with~31! and energy conservation law to get
the relation between the real and imaginary parts ofR,

Im~R!5ARe~R!2„Re~R!…2 @0,Re~R!,1#. ~32!

The above square root may be taken with a plus on a minus.
One sign is for the system with positive time and second—
for negative time~see Note 1!.

Let us consider boundary conditions at the junction. The
continuity of axial velocity has been already used and it gen-
erated relations~31!. Hence, boundary conditions may be
reduced to form

R2,r ,R1 , n1~r !50, ~33!

0,r ,R2 , f 1~r !5 f 2~r !. ~34!

Condition ~33! can be realized with the collocation
method—see~14!. Condition~34! provides

11R1(
m

AmJ0~amr !512R2(
m

AmJ0~amr !

→(
m

AmJ0~amr !52R. ~35!

So, expressions~14! and ~35! provide a system of linear
equations to calculate unknown coefficientsAm with variable
parameterR. Relation~32! reduces variations ofR. There is
only one more undefined detail—criterionK to choose the
correctR value. It could be done, for example, in such a way,

K5
1

R2
2 E0

R2
u f 1~r !2 f 2~r !ur dr . ~36!

The lessK the better choice forR.

IV. CONCLUDING REMARKS ABOUT PROPERTIES
OF DISCONTINUITIES

The ‘‘diameter step’’ demonstrates nonzero reflection at
f→0, its magnitude is pure real, and it is in perfect agree-
ment with formula~1!. The R value grows with an increase
of frequency mostly due to the fast growing of an imaginary
part. Let us consider caseR2 /R150.5. If we accept an error
of 5% for the module ofT, we come to the following restric-
tion of the frequency range in~1!,

0, f ,0.58f r1 . ~37!

If we accept that the phase of the transmission coefficient
should not exceed 5°, we come to another restriction~for the
same caseR2 /R150.5):

0, f ,0.182f r1 . ~38!

The diaphragm, in contrary to the diameter step, demon-
strates zero reflection atf→0 and the fast growing of real
and imaginary parts ofR with increasing frequency. Actually,
reflection from the diaphragm grows with frequency so fast
that it exceeds reflection from the diameter step~!! with the
same ratioR1 /R2 at f .0.3f r1—compare data in Tables II
and V.

It is interesting to compare obtained data for the dia-
phragm with the Lamb formula~2!. Such a comparison can-

TABLE III. Diameter step: transmission into a smaller tube.R250.40 mm
(R050.724,T051.724).

f, kHz f / f r1 R T Error

20 0.0964 0.72510.014i 1.72020.090i 0.0003
40 0.1929 0.72710.029i 1.70520.182i 0.0005
60 0.2893 0.73110.044i 1.68020.276i 0.0007
80 0.3857 0.73810.059i 1.64020.369i 0.0010

100 0.4822 0.74610.075i 1.58720.468i 0.0006
120 0.5786 0.75810.091i 1.51120.568i 0.0007
140 0.6750 0.77510.107i 1.40520.670i 0.0001
160 0.7715 0.80010.123i 1.25020.770i 0.0003
180 0.8679 0.84110.136i 0.99520.850i 0.0006
190 0.9161 0.87310.137i 0.79520.860i 0.0010

TABLE IV. Diameter step: transmission into a larger tube.R150.5 mm,
R251.00 mm,c5340 m/s (R0520.600,T050.400).

f, kHz f / f r1 R T Error

20 0.0964 20.59710.074i 0.39920.019i 0.001
40 0.1929 20.58710.148i 0.39720.037i 0.003
60 0.2893 20.56810.225i 0.39220.056i 0.0005
80 0.3857 20.54010.304i 0.38520.076i 0.0005

100 0.4822 20.50010.387i 0.37520.097i 0.006
120 0.5786 20.44410.475i 0.36120.119i 0.001
140 0.6750 20.36110.570i 0.34020.143i 0.003
160 0.7715 20.23510.671i 0.30920.168i 0.002
180 0.8679 20.02110.768i 0.25520.192i 0.003
190 0.9161 10.16010.798i 0.21020.200i 0.003
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not be done absolutely correct because formula~2! was built
in the Cartesian coordinate system, but we considered the
tube structure with axial symmetry. However, there is an
almost obvious approximate way to do it if we can compare
structures with the same ratio of opening area to the total
area of the cross section. The period of the grating, probably,
should be equal to the diameter of the tube: 2a52R1 . The
word ‘‘probably’’ is used because there may be supposed, as
well, the condition ‘‘equal lateral resonant frequencies’’ in
the circular tube and between two parallel rigid planes at
distance 2a. First resonance~with corresponding symmetry!
between two planes occurs at

k5p/a. ~39!

The condition ‘‘equal resonant frequencies’’ provides the ex-
pression

p

a
5

3.832

R1
→a5

p

3.832
R150.819R1 . ~40!

So, Table V contains data for the reflection coefficient on
frequency for a coaxial diaphragm in a circular waveguide
and the results of the Lamb formula fora5R1 and a
50.819R1 . Such a comparison provides an indirect confir-
mation of good accuracy of the Lamb formula almost down
to f r1 .

There is one more interesting property of the diameter
step that now may be checked directly—does it follow the
reciprocity principle or it does not. Let us consider it briefly.
There is a well-known and almost trivial reciprocity theorem
for the Green’s function of a simple source of velocity in an
unbounded homogeneous medium,

G~r 1r 2!5G~r 2r 1!. ~41!

The corresponding theorem is usually applied in acoustics in
such a form: ‘‘... a simple source at any point with coordi-
natesr 1 produces the same pressure amplitude in another
point with coordinatesr 2 as it would be produced atr 1 by
the same source, located atr 2 .’’ The cited formulation is
ascribed to Helmholtz.9 But the noted triviality of the reci-
procity theorem is valid only for the case ‘‘unbounded me-
dium in a rest.’’ The reciprocity in the presence of homoge-
neous flow may be obtained only with the additional
condition of ‘‘reversed flow.’’10 Probably, in all complex

cases we should follow Ref. 10: ‘‘if some characteristic of
the field is invariant with respect to interchange locations
source–receiver it is said that this characteristic follows to
the reciprocity principle.’’

It needs to clear the problem of a ‘‘simple source’’ in a
cylindrical waveguide with a rigid wall to proceed further.
This problem is absolutely clear in an infinite acoustic me-
dium: it is a monopole-type point source of velocity~or very
small in respect to one wavelength!. A monopole-type source
in a cylindrical waveguide may be done like it is shown in
Fig. 3. Let us consider a double piston-type source of axial
velocity V0 with radius R0 in the rigid tube with radius
R1 (R0,R1) at z50. Such source forms not even the field of
velocity over thez axis ~and even the field of pressure!.
Hence, such a source may be considered as a double piston
with not even displacements over the both radiating surfaces
in a rigid wall: atz510 and atz520. Velocity atz510 is

0,r ,R0 , V5V05
1

pR0
2

,

~42!
R0,r ,R1 , V50.

The sign of velocity atz,0 should be ‘‘2.’’ The velocity
potential (Fs) of this source atz.0 and the condition that
there exists only one traveling mode,

Fs5F0e2 ikz1(
m

Fme2bmzJ0~amr !,

~43!

k5
v

c
, am5

gm

R1
, bm5Aam

2 2k2, m51,2,... .

TABLE VI. Parameter of nonreciprocityD on frequency for a diameter step
with R151.0 mm andR250.5 mm. This parameter was calculated with data
for T from Tables II and IV.

f, kHz f / f r1 Re ~D! Im ~D!

20 0.0964 0.000 63 0.001 88
40 0.1929 20.000 63 20.000 63
60 0.2893 0.000 00 0.000 00
80 0.3857 0.000 00 0.000 00

100 0.4822 0.000 00 0.000 00
120 0.5786 20.000 66 0.000 66
140 0.6750 0.000 68 0.000 68
160 0.7715 20.000 71 0.000 71
180 0.8679 0.000 78 20.000 78
190 0.9161 0.000 00 0.000 86

TABLE V. Reflection coefficient for a rigid diaphragm with an opening in
the circular waveguide.R151.0 mm, R250.5 mm. Wave velocityc
5340 m/s~the air at room conditions!. First radial resonance is at 207.4
kHz. R represents exact data for the diaphragm in a circular waveguide,
RL—according to the Lamb formula~1!–~2!.

f, kHz f / f r1 R RL at a5R1 RL at a50.819R1

20 0.0964 0.05810.234i 0.04910.215i 0.03310.179i
40 0.1929 0.20310.403i 0.17010.375i 0.12110.326i
60 0.2893 0.37310.484i 0.31510.464i 0.23610.424i
80 0.3857 0.52910.499i 0.45010.497i 0.35410.478i

100 0.4822 0.65810.477i 0.56110.496i 0.46110.499i
120 0.5786 0.75610.429i 0.64810.478i 0.55210.497i
140 0.6750 0.83210.374i 0.71510.452i 0.62710.484i
160 0.7715 0.89010.313i 0.76610.424i 0.68710.464i
180 0.8679 0.93810.241i 0.80510.396i 0.73510.441i

FIG. 3. A possible version of the monopole-type source of velocity with
axial symmetry in a cylindrical waveguide. The source is located atz50
and generates an even field of pressure over thez axis.
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So, the source generates one traveling mode with amplitude
F0 and this amplitude does not depend on distance. Ampli-
tudeF0 can be directly obtained with the Hankel transform
over the interval (0,R1):

F05
V0R0

2

ikR1
2

5
1

ikpR1
2

. ~44!

So,F0 depends on the radius of the waveguide and does not
depend on the source radiusR0 at a fixed ‘‘source strength’’
@expression~42! introduces the unit ‘‘source strength’’#.

If we denote the transmission coefficient from the region
with radius R1 into the region with radiusR2 as T12 and
inverse transmission asT21, we can introduce a normalized
parameter of nonreciprocity (DT) in the form

DT5
uT12u2~R1 /R2!2uT21u

uT12u
. ~45!

It was figured out thatDT is very small, probably, it does not
exceed calculation errors—see Table VI. Hence, the discon-

tinuity ‘‘diameter step’’ follows the reciprocity principle—at
least below the first radial resonance and in some vicinity of
ratio R2 /R150.5.
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Unidimensional models of acoustic propagation in axisymmetric
waveguides
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This paper presents a model of the linear acoustic propagation in axisymmetric waveguides, the
pressure depending on a single space variable. The approach consists of writing the wave equation
and the boundary conditions for a coordinate system rectifying the isobaric map at each time. The
two-dimensional dependence of the problem is thus transferred from the pressure to the coefficients
of the wave equation. From this result, an exclusively geometrical necessary condition is deduced
for the admissibility of isobaric maps. However, the knowledge of the waveguide geometry is not
sufficient to separate the pressure and the isobaric map solutions. In order to develop a
unidimensional wave equation, a geometrical hypothesis is discussed. For lossless and motionless
rigid waveguides, the deduced equation leads to exact results for tubes and cones. It may be
interpreted as a Webster equation for a particular coordinate system so that the particular profiles for
which analytical solutions of the pressure exist are redefined. The wave equation is also established
for pipes with visco-thermal losses and, more generally, for mobile walls having a small admittance.
The compatibility of the geometrical hypothesis with the exact model is specified for this general
case. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1608962#

PACS numbers: 43.20.Mv, 43.20.Bi@MO# Pages: 2633–2647

I. INTRODUCTION

This work derives models accounting for acoustic propa-
gation in axisymmetric waveguides and which depend on a
single spatial variable. Such models are interesting because
of their compactness of description which reveals the main
effect involved in the variation of the cross section. For the
same reason, they are also well adapted to the derivation of
low-cost numerical simulations. The first establishment of
such one-dimensional~1D! models is due to Bernoulli1 and
Lagrange,2 even if the corresponding equation is commonly
mentioned as the Webster equation.3 This equation has been
extensively investigated, as witnessed by the bibliography
compiled by Eisner,4 and the various geometrical hypotheses
used for its derivation have been periodically discussed.
Thus, planar wavefronts were contested by Lambert5 and
Weibel6 who postulated spherical and curved ones, respec-
tively. They reported the inadequacy of the first assumption,
exhibiting the fact that wavefronts may be orthogonal to any
curved rigid wall. The quasisphericity was experimentally
confirmed for a horn profile in the low frequency range by
Benade and Jansson.7 Later, Putland8 looked for necessary
and sufficient conditions for a propagative acoustic mode to
be spatially dependent on a single parameter. He pointed out
that one-parameter acoustic fields obey a Webster equation
and exhibited parallel planes, coaxial cylinders, and concen-
tric spheres as the only possible corresponding potential sur-
faces. Nevertheless, even if finding a general 1D model is
hopeless and leads to other approaches,9–11 the simplicity of
the Webster equation still stimulates the search for more
accurate 1D models. Thus, Agullo´, Barjau, and Keefe12 re-

cently assumed the time-invariance of equipotential surfaces
and developed 1D models for both spherical and oblate el-
lipsoidal surfaces.

In this paper, a local geometrical hypothesis is proposed,
namely, the quasi-sphericity of isobars near the wall. This
hypothesis agrees with Benade and Jansson’s experiment7

but does not require the wavefronts to be fixed. The general
method relies on a time-domain wave equation established
for a coordinate system locally rectifying the isobaric map at
each time. The rectification ensures that the pressure is re-
duced to a 1D function, but, concurrently, it transfers the
two-dimensional~2D! dependence of the pressure to the co-
efficients of the isobaric wave equation. Establishing 1D
models requires making an assumption. The quasisphericity
hypothesis is chosen as a natural extension of the property
satisfied by plane and spherical waves travelling in cylinders
and cones, respectively. Moreover, it does not resort to inte-
gral equations or averaging operators as usual, and makes the
rectification method able to treat the case of rigid immobile
walls as well as that of moving walls with a small admit-
tance.

The structure of the paper is as follows: Sec. II presents
the problem. Section III establishes all the exact derivations.
General geometrical definitions are presented. The wave
equation is expressed in a coordinate system which locally
rectifies the isobaric map at each time. An admissibility con-
dition necessarily satisfied by any isobaric map is then de-
duced. The case of static isobaric maps is investigated. Sec-
tion IV develops a 1D model for rigid motionless walls. The
geometrical hypothesis is first detailed. The derived 1D
model is proven to be equivalent to the Webster equation for
which the longitudinal coordinate measures the arc length of
the wall. The validity of both the hypothesis and the model is
discussed. The particular profiles for which analytical solu-

a!Electronic mail: thomas.helie@ircam.fr; Universite´ de Paris XI-Orsay,
Paris, France.
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tions of the pressure exist are then redefined. Finally, Sec. V
extends the 1D model to the case of mobile walls having
small admittances. The model is first derived, the compatibil-
ity of the geometrical hypothesis with this generalization is
detailed, and the particular cases of mobile rigid walls and of
visco-thermal boundary layers are investigated.~See Table I.!

II. PROBLEM STATEMENT

Throughout this paper, the problem considered is linear
acoustic propagation in guides that are symmetrical with re-
spect to the longitudinal axis (Oz). Only axisymmetric ex-
citations are considered so that the whole problem is axisym-
metric.

A. Basic equations

For adiabatic lossless media, the equation of mass
conservation13

r0c2 div~v!52] tp, ~1!

and the equation of momentum conservation

r0] tv52grad~p!, ~2!

yield the wave equation

S D2
1

c2
] t

2D p50, ~3!

wherep denotes the acoustic pressure,v is the particle acous-
tic velocity, r0 is the density of the air, andc is the speed of
sound in air. The boundary conditions will be specified in the
following, for each particular case studied.

Because of the symmetry of the problem,p andv only
depend on the longitudinal and the transverse coordinates,
notedz and r, respectively. For this 2D problem, the spatial
operators are reduced to13

div~v!5]z~v"uz!1
v"ur

r
1] r~v"ur !, ~4!

grad~p!5]zpuz1] rpur, ~5!

and

Dp5]z
2p1

1

r
] rp1] r

2p, ~6!

where uz and ur are the normal unit vectors, respectively,
associated with the coordinatesz andr, and ‘‘•’’ denotes the
scalar product.

B. Prospective goals and description of the problem

Simulating acoustic propagation in an axisymmetric
waveguide requires solving the 2D problem Eq.~3! with Eq.
~6! for the boundary conditions on the wall, as well as at the
input and the output of the guide. For instance, target appli-
cations may require wall conditions such as motionless rigid
walls ~possibly with visco-thermal boundary layers! for mod-
els of wind instruments, or controlled moving and vibrating
walls for vocal tract models. The purpose of this paper is to
propose a method to derive models of such waveguides,
which do not require a resolution in the 2D-inside space,
allowing low-cost simulations~e.g., real-time applications!.
The idea developed in the following consists of reducing the
2D problem to a 1D complexity such as the Webster equation
does, making assumptions as weak as possible.

The first step of the method is to separate the geometri-
cal information carried by the time-varying isobaric maps
from that of the propagation of the pressure travelling on it.
This is done considering a change of coordinates (z,r )
5( f (s,u,t),g(s,u,t)) wheres is chosen as an isobar index
~Sec. III B!, definingf andg in an implicit way @Eq. ~15!#.

Thus,z andr become~like the pressure! dependent vari-
ables of the partial differential equation which models the
wave equation: they describe the isobaric map with respect
to the independent variables (s,u,t). Writing that s indexes
isobars@Eq. ~15!# enables the derivation of the gradient of
the pressure@Eq. ~19!# and the wave equation@Eq. ~20!# for

TABLE I. List of symbols.

r0 density of air
c speed of sound in air

Hz5f~s,u,t!
r5g~s,u,t!

time-varying change of spatial coordinates

p(z,r ,t), p̃(s,u,t) acoustic pressure located at (z,r ,t) and (s,u,t), respectively
v(z,r ,t) particle acoustic velocity located at (z,r ,t)
Is,t isobars indexed bys at the timet
Tu,t axisymmetric surfaces indexed byu at the timet
Wt wall of the guide at the timet
quw(s,t) quantityq(s,u,t) evaluated inu5w i.e. onTw,t

uz, ur unit vectors associated with the longitudinal~z! and the transverse~r! coordinates of the cylindrical basis
us(s,u,t), uu(s,u,t) field of unit vectors tangent toIs,t andTu,t , respectively
ws(s,u,t), wu(s,u,t) vectorsus(s,u,t) anduu(s,u,t) rotated from1p/2
ss(s,u,t), su(s,u,t) norms of the vectors of the basis induced by the change (f ,g) for the coordinatess andu, respectively
js(s,u,t), jn(s,u,t) Mach numbers of a point located at (s,u) for the orthogonal directionsus andws

u(s,u,t), f(s,u,t), andd(s,u,t) oriented angles (uz,us), (ur,uu), and (ws,uu), respectively
]z

k partial derivative with respect toz of orderk
grad gradient operator
div divergence operator
]ws

5ws"grad partial derivative in the directionws

D5“

2 Laplacian operator
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(s,u,t). This last equation exactly models the coupling of
the propagation of the pressure with the isobaric map geom-
etry, maps for which a necessary condition is straightfor-
wardly deduced@Eq. ~24!# and time-invariant specimens are
exhibited~Sec. III D!.

As the pressure does not depend onu, having explicit
expressions of the coefficients of the wave equation for a
given u suffices to furnish 1D models. Choosing to describe
the wall for a constantu5w leads to an explicit parametri-
zation f uw ,guw of the wall @Eq. ~40!#. An additional hypoth-
esis is needed to separate the propagation and the geometri-
cal problems because partial derivatives off and g with
respect tou are involved.

The hypothesis of quasisphericity of isobars near the
wall @Eq. ~49!# makes the isolation of these problems pos-
sible. For lossless and motionless rigid walls, the deduced
1D model@Eq. ~51!# can be written for az description of the
wall @Eq. ~54!# or an,-description@Eq. ~55!# which leads to
a Webster equation,, measuring the arc length of the wall.
For more general wall conditions, the 1D model@Eq. ~69!#
requires that isobars are nearly orthogonal to the wall~Sec.
V B! to preserve the linearity of the propagation with respect
to the pressure. This is fulfilled for mobile walls in many
practical cases and for motionless rigid walls which induce
visco-thermal losses, leading to the models in Eq.~78! and
Eq. ~82!, respectively.

III. DERIVATION OF EXACT EQUATIONS

This section establishes the wave equation in any coor-
dinate system rectifying the isobaric map for axisymmetric
problems. The calculations are exact whenever isobaric maps
can be locally described by aC2-regular diffeomorphismF;
that is, F has an inverseF21 and both have continuous
derivatives up to the second order. Although topological as-
pects are not discussed here, a necessary geometrical condi-
tion is given for the map’s admissibility. Before the method
is described, the various geometrical quantities involved are
precisely defined for an arbitrary change of coordinates. The
definitions and the notations of this preliminary part consti-
tute the reference list of the geometrical quantities used in
this paper.

A. Geometrical definitions

Let O andB05(uz,ur) be the origin located on the axis
of symmetry and the oriented canonical basis of the refer-
ence 2D frame (O,z,r ), respectively. LetF be an arbitrary
regular diffeomorphism defining a spatiotemporal change of
coordinates (s,u,t)5F(z,r ,t), which does not distort time.
Then, the functionsf andg defined by

z5 f ~s,u,t !, ~7a!

r 5g~s,u,t !, ~7b!

exist and have the same regularity asF. Coordinatess andu
are commonly called curvilinear because the variation of one
of them does not make the corresponding point describe a
straight line in the original space. The associated curves are
noted, for each timet,

Tu,t if s varies andu remains constant,
Is,t if u varies ands remains constant.

If F has aC1 regularity, a spatial local basisBt for the
(s,u)-coordinate system may be defined for each timet by
the vectors]sf uz1]sgur and ]uf uz1]ugur. Then, their re-
spective normsss and su , their associated unit vectorsus
anduu, and the characteristic oriented anglesu5(uz,us) and
f5(ur,uu) are defined. These geometrical quantities repre-
sented in Fig. 1 are given by the following expressions:

ss5A~]sf !21~]sg!2, ~8a!

su5A~]uf !21~]ug!2, ~8b!

cosu5]sf /ss , ~9a!

sinu5]sg/ss , ~9b!

cosf5]ug/su , ~9c!

sinf52]uf /su , ~9d!

us5cosu uz1sinu ur, ~10a!

uu52sinfuz1cosfur. ~10b!

For convenience, the vectorsus anduu rotated counterclock-
wise through the angle1p/2 are also introduced, namely,

ws52sinu uz1cosu ur, ~11a!

wu52cosfuz2sinfur. ~11b!

Then, the default of orthogonality ofBt can be exhibited
by the angular deviationd5(ws,uu) and more generally by
its tangente given by

d5f2u, ~12a!

e5tand. ~12b!

Indeed, a local basisBt is orthogonal if and only ife50.
This is also equivalent tous"uu50 which yields the useful
relation

]sf ]uf 1]sg]ug50. ~13!

Finally, the Mach numbersjs5(1/c)V"us and jn

5(1/c)V"ws associated with the tangential and the normal
components of the velocityV of a geometrical point~not that

FIG. 1. Definition of the geometrical quantities related to the local basisBt .
Note that although all represented vectors and angles coexist at every point
located at (s,u), various quantities are described for several distinct points
to improve the clarity and legibility of the figure.
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of the particle! located at (s,u), respectively, are introduced.
These dynamic quantities are given by

js5
1

c
@] t f cosu1] tg sinu#, ~14a!

jn5
1

c
@2] t f sinu1] tg cosu#. ~14b!

Note that a coordinate system compatible with the axial
symmetry is such that for allu, t, there exists au* such that,
for all s,

f ~s,u* ,t !5 f ~s,u,t !,

g~s,u* ,t !52g~s,u,t !.

This implies in particular that for each time, there existsu0

such thatTu0 ,t is the axis of symmetry. Generally, given an
axisymmetric map$Is,t ,Tu,t%, a natural choice for its de-
scription consists of usingf and g which have an even and
odd u-parity, respectively.

B. Rectification of the isobaric map

A change of coordinatesF which rectifies the isobaric
map is such that one ordinate indexes isobars while the other
is not colinear to the first one to preserveF as a bijection.
Conferring the indexation of isobars tos signifies that, for
each timet, the curvesIs,t represent the isobars while the
curvesTu,t are nowhere tangent toIs,t ~see Fig. 2!.

Thus, for any givens, the pressure does not depend onu,
so the local rectification on a domainV is obtained for the
following condition: there exists a functionp̃, such that for
all (s,u,t) in V,

p~ f ~s,u,t !,g~s,u,t !,t !5 p̃~s,t !. ~15!

Assuming theC2 regularity for f, g, and p̃, this implicit
relation onf andg makes the derivation of the wave equation
which governsp̃ possible onV. The method consists of ex-
pressing the partial derivatives ofp(z,r ,t) evaluated in
(z,r ,t)5( f (s,u,t),g(s,u,t),t) from the partial derivatives of
p̃(s,t), as described below.

Applying the differential operators]s , ]u , and] t on Eq.
~15! up to the second order leads to the system

D̃~s,u,t !5M~s,u,t !D~ f ~s,u,t !,g~s,u,t !,t !. ~16!

The corresponding explicit formulation is developed in Eq.
~17!, omitting the variables of evaluation for sake of com-
pactness,

~17!

Then,D is formally obtained from Eq.~16! by computing
M21D̃ and remarking that

D̃T5@]sp̃,0,] t p̃,]s
2p̃,0,] t

2p̃,0,]s] t p̃,0#, ~18!

since]up̃(s,t)50. Expressions expressed explicitly with the

monospace dependent pressurep̃(s,t) are straightforwardly
deduced for the gradient from Eq.~5! and for the wave equa-
tion from Eq. ~3! and Eq. ~6! evaluated in (z,r ,t)
5( f (s,u,t),g(s,u,t),t). After simplification and using the

FIG. 2. This figure gives an example of a change of coordinates which
rectifies the isobaric maps at a given timet, and for whichu indexes the
field lines. For the coordinate system (s,u), the pressure does not vary with
u. In this illustration, the simple topology of isobars (Is,t) makes the defi-
nition of the diffeomorphismF possible over the whole map. When more
complex topologies appear~closed curves, singular points, splitting curve,
etc.!, several changes of coordinates should be considered on local domains.
The study of a global resolution for such topologies is not discussed here.
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notations defined in Sec. III A, these relations become

grad~ p̃!5
]sp̃

ss
@us1ews# ~19!

and

As,s]s
2p̃1As]sp̃1As,t]s] t p̃2

1

c2
] t

2p̃50, ~20!

where the coefficients given by

As,s5
11e22~js1ejn!2

ss
2

, ~21a!

As5
sinu1e cosu

gss
1

12jn
2

ss
2 F]s~e2!1~11e2!S ss]uf

su cosd

1e]su2]s ln ssD G2
1

2
]sS js

212ejsjn2jn
2

ss
2 D

2
jsjn

ss
2

]se1
1

c
] tS js1ejn

ss
D1

jn

css
] te, ~21b!

As,t52
js1ejn

css
, ~21c!

are expressions off andg exclusively and depend on (s,u,t).
Although the tedious calculations are not detailed, note that
this process cannot be reduced to writing the Laplacian op-
erator for the change of coordinatesF, as for usual static
coordinates. Thus, the Mach numbersjs andjn involved in
Eqs. ~21! are precisely the contribution of the term] t

2p in
Eq. ~3!. They are the expression of the dynamic of the iso-
baric map.

Note that choosingu such thatTu,t represent the field
lines leads without loss of generality to simpler expressions
for which e50 because of the orthogonality ofIs,t andTu,t

at each point. This concise formulation is exploited in Sec.
III D to exhibit static maps, and in Sec. IV to derive a mono-
space dependent wave equation for motionless rigid walls.
However, the study dealing with mobile walls having small
admittances presented in Sec. V requires being driven with
nonorthogonal coordinates so that Eq.~20! is established in
this more general context.

A remarkable property of these equations is that they are
not modified by any bijective regular change of variables
such thats5a( ŝ, t̂), u5b( ŝ,û, t̂), and t5 t̂: taking ŝ, û, t̂,
f̂ ( ŝ,û, t̂)5 f (a( ŝ, t̂), b( ŝ,û, t̂), t̂), ĝ( ŝ,û, t̂)5g(a( ŝ, t̂),
b( ŝ,û, t̂), t̂), and p̂( ŝ, t̂)5 p̃(a( ŝ, t̂), t̂), in place ofs, u, t, f,
g, and p̃ keeps the formula identical. Moreover, the axial
symmetry is also naturally supported by the isobaric wave
equation. Indeed, forf and g having an even and odd
u-parity, respectively, applyingu°2u in Eq. ~20! leaves
this equation invariant.

C. Regular isobaric maps and admissibility

A necessary condition for isobaric maps, which is inde-
pendent of the pressure, can be deduced from Eq.~20! on
( f ,g). This criterion of admissibility furnishes a property

inherent in the set of regular isobaric maps. It proves in
particular that any arbitrary regular map does not always
match with a wave propagation phenomenon.

The derivation of this condition relies on the
u-independence ofp̃. The method consists of applying op-
erators ]u

k in Eq. ~20!. As the factors represented byP
5@]s

2p̃]sp̃]s] t p̃] t
2p̃#T, do not depend onu, they may be

eliminated by making linear combinations of four distinct
relations proceeding from four distinct integersk. In fact,
only three of these relations suffice as the proof below de-
scribes.

If the C2 functions f and g have in addition a
C5-regularity for the variable u, the operators ]u

k (k
50,1,2,3) applied on Eq.~20! yield the system

AP50, ~22!

where

A5F As,s As As,t 2
1

c2

]uAs,s ]uAs ]uAs,t 0

]u
2As,s ]u

2As ]u
2As,t 0

]u
3As,s ]u

3As ]u
3As,t 0

G . ~23!

For a propagative phenomenonPÞ0. P is then an eigen-
vector ofA associated with the eigenvalue 0. This proves
that det~A!50. By developing the determinant with respect
to the last column, a simpler equivalent formulation is ob-
tained for

detF ]uAs,s ]uAs ]uAs,t

]u
2As,s ]u

2As ]u
2As,t

]u
3As,s ]u

3As ]u
3As,t

G50. ~24!

This necessary condition only involves the equations derived
for k51,2,3. Equation~24! closes the proof sinceAs,s , As ,
and As,t depend onf and g only, and thus, on the dynamic
geometry.

The criterion Eq.~24! can be straightforwardly com-
puted for any given maps to check their admissibility. Except
for a few trivial dynamic and geometrical starting conditions,
an analytic derivation of admissible maps from this criterion
becomes very tricky.

D. Static isobaric maps

This section presents an investigation into the restricted
case of static maps on which propagative waves may travel.
In order to exhibit the physical propagative solutions only,
the pressure is assumed to be such that the functions]s

2p̃,
]sp̃, and] t

2p̃ are nonzero and real. The investigation is run
directly from the isobaric wave equation rather than the ad-
missibility criterion which only gives a necessary condition.

A static map may be described by time-independent
functions f (s,u) andg(s,u). ChoosingTu as the field lines
yields the constrainte50. Thus, the solution map is repre-
sented without loss of generality by (f ,g) satisfying Eq.~13!
and
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]s
2p̃1]sL]sp̃2

ss
2

c2
] t

2p̃50, ~25!

calculated from Eq.~20! multiplied by ss
2. L is given by

L5 lnUg su

ss
U, ~26!

remarking that Eq.~13! implies ]uf/cos3 d5]uu5]ssu /ss.
Then, two cases are examined separately:ss depends ons
only, or on (s,u).

1. ss does not depend on u

In this case,]sL does not depend onu either @see Eq.
~25!#. Parallel planes orthogonal to (Oz) and coaxial cylin-
ders are obtained for]sg50 and]ug50, respectively. Ex-
cept for these pathological cases, Eq.~13! ensures that]sf ,
]uf , ]sg, and]ug are nonzero.

Then, Eq.~13! makes the elimination of]sf possible in
]u(ss

2)50 calculated from the definition Eq.~8a!. The result
]s lnu]ugu5]s lnu]ufu equivalent to]s lnutanfu50 @see Eq.~9c!
and Eq. ~9d!# proves that f depends only onu. As
e5tan~f2u! is zero,u is an exclusive function ofu as well.
Equations~9a! and ~9b! show that

f ~s,u!5R~s!cosu~u!1F~u!, ~27a!

g~s,u!5R~s!sinu~u!1G~u!, ~27b!

whereR85ss , andF andG are arbitrary.
Now, from Eq. ~9c!, su5]ug/cosf so that]s]uL50

can be written]u]s lnug]ugu50 which, with Eq.~27b!, leads
to

G~u!5R0 sinu~u!,

R0 being an arbitrary constant. Finally, the calculation of Eq.
~13! using Eqs.~27! with this functionG yields

F~u!5R0 cosu~u!1F0 ,

whereF0 is arbitrary. The corresponding isobars are concen-
tric spheres. This conclusion completes the proof that paral-
lel planes, coaxial cylinders, and concentric spheres are the
only static isobaric maps for whichss does not depend onu.

2. ss depends on u

In this case,]sL also depends onu. Applying ]u to Eq.
~25! leads to

]u]sL]sp̃2
]u~ss

2!

c2
] t

2p̃50.

Since ]uss and ]sp̃ are assumed nonzero, this relation
proves that] t

2p̃/]sp̃ does not depend ont. Then, Eq.~25!
proves that]s

2p̃/]sp̃5]s lnup̃u does not depend ont either, so
that a general solution isp̃(s,t)5A(s)b(t)1C(t) whereA,
b, andC are real functions. Writing Eq.~25! for this solution
and applying the operatorX°] t(X/b(t)) on it show that
bothc22b9(t)/b(t)52k0

2 andC9(t)/b(t)5C0 are real con-
stants so thatC(t)5C0b(t)1C1t1C2 with (C1 ,C2)PR2.
Defininga(s)5A(s)1C0 , this proves that the general solu-
tion is

p̃~s,t !5a~s!b~ t !1C1t1C2 ,

with

b~ t !5B1eik0ct1B2e2 ik0ct,

whereB1 , B2 are complex arbitrary constants such thatb(t)
is real. Although it does not affect the following, note that
physical cases require thatC15C250 sincep̃ is the acoustic
pressure.

Using Eq.~26!, Eq. ~25! is then reduced to

]s lnuau]s lnUa8

ss
gsuU1~k0ss!

250.

Moreover, if the spatial dependencea for the wave number
k0 is locally bijective, posingŝ5a(s), and then defining
f̂ ( ŝ,u,t)5 f (s,u,t) and ĝ( ŝ,u,t)5g(s,u,t) yields

] ŝ lnUĝŝ ŝ

ŝu
U1~k0ss!

2ŝ50.

This equation shows that every static map such thatss de-
pends onu is associated with a time dependency correspond-
ing to a pure frequency (k0 real! or a pure exponential (k0

imaginary!. More precisely, once given the geometry of the
wall parameterized withs, u and expressing the boundary
conditions, this last equation and Eq.~13! give the isobaric
map associated with the wave numberk0 .

3. Conclusion: Theorem

~i! Parallel planes, coaxial cylinders, and concentric
spheres are the only static axisymmetric isobaric ge-
ometries on which non-necessarily sinusoidal or ex-
ponential waves can propagate.

~ii ! Other static geometries are associated with a wave
numberk0PR1ø iR1 which characterizes the geo-
metric invariant given by

]ŝ lnUĝŝŝ

ŝu
U

ŝŝŝ
2 52k0

2, ~28!

whereŝ denotes the level of the spatial dependence of
the pressure andu is orthogonal toŝ.

The first part of this theorem~i! corroborates the result
of Putland8 who exhibited parallel planes, coaxial cylinders,
and concentric spheres as the only maps making the separa-
tion of variables possible. Nevertheless, other maps exist
even if they are associated with particular waveforms~sinu-
soidal or exponential!. This last case would correspond to
having the Wronskian defined by Putland being zero, a case
that he discarded@see Eqs.~19! and ~20! in his paper#.

4. Example of a static map

As only a few of them can be performed analytically,
knowing that all the modal static maps satisfy Eq.~28! can
be very useful. However, it is interesting to illustrate this
second part of the theorem through an example for which the
spatial dependence takes an analytical expression.
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The example, detailed below, concerns the field of pres-
sure inside a paraboloid of revolution. Using the separation
principle of the Helmholtz equation for the orthogonal para-
bolic coordinates14 (m,n)PR13R defined by

z5~1/2!~m22n2!, ~29a!

r 5mn, ~29b!

a particular solution of the wave equation is proven to be

P0J0S k0

2
m2D J0S k0

2
n2D cos~ck0~ t2t0!!, ~30!

whereP0 andt0 are arbitrary real constants, andJ0 is the 0th
order Bessel function of the first kind. This solution can be
checked straightforwardly from Eq.~3! and Eq.~6! using the

reciprocal change of coordinates(1/2)m5Az1Az21r 2

andn5r /m, and recalling that

J09~X!5
J08~X!

X
2J0~X!. ~31!

Now, for the wave numberk0 , the isobaric map is such
that

ŝ5J0S k0

2
m~ ŝ,u!2D J0S k0

2
n~ ŝ,u!2D , ~32!

where ŝ defines the level of the spatial dependence of the
pressure. It is represented in Fig. 3.

As expected, the second part~ii ! of the theorem is satis-
fied. However, because the definition of theŝ-level curves is
implicit @Eq. ~32!#, the proof is not straightforward as de-
tailed below.

From f̂ ( ŝ,u)5(1/2)(m( ŝ,u)22n( ŝ,u)2) and ĝ( ŝ,u)
5m( ŝ,u)n( ŝ,u), it follows that ŝ ŝ

25(m21n2)@(] ŝm)2

1(] ŝn)2#, ŝu
25(m21n2)@(]um)21(]un)2#, and that the or-

thogonality Eq.~13! of ( ŝ,u) is also given by

] ŝm]um1] ŝn]un50. ~33!

These equations yield] ŝL̂5] ŝ lnumn]un/]ŝmu.

Applying ] ŝ and]u to Eq. ~32! leads to

] ŝm5

12k0nJ08S k0

2
n2D J0S k0

2
m2D ] ŝn

k0mJ08S k0

2
m2D J0S k0

2
n2D , ~34a!

]um52

nJ08S k0

2
n2D J0S k0

2
m2D

mJ08S k0

2
m2D J0S k0

2
n2D ]un. ~34b!

Substituting] ŝm and]um in Eq. ~33! yields ~for ]unÞ0)

] ŝn5

nJ08S k0

2
n2D J0S k0

2
m2D

k0F S mJ08S k0

2
m2D J0S k0

2
n2D D 2

1S nJ08S k0

2
n2D J0S k0

2
m2D D 2G , ~35!

and then from Eq.~34a!

] ŝm5

mJ08S k0

2
m2D J0S k0

2
n2D

k0F S mJ08S k0

2
m2D J0S k0

2
n2D D 2

1S nJ08S k0

2
n2D J0S k0

2
m2D D 2G . ~36!

These last equations give expressions of] ŝm and] ŝn which do not involve derivatives ofm andn. They specifically make the
computation of] ŝL̂ with this same property possible, overcoming the difficulty due to the implicit definition for the proof. The
expressions of] ŝ lnumu and ] ŝ lnunu are straightforward. That of] ŝ lnu]unu is computed applying]u to Eq. ~35!, substituting
occurrences of]um by ]un according to Eq.~34b!, and dividing by the common factor]un. That of ] ŝ lnu]ŝmu is computed
applying] ŝ to Eq.~36!, dividing by ] ŝm, and substituting occurrences of] ŝm and] ŝn according to Eq.~36! and Eq.~35!. The
two first terms involvem, n, J0 , andJ08 . The two last also involveJ09 .

On the one hand, the sum of these terms yields

FIG. 3. Theŝ-level curves given by Eq.~32! define the static isobaric map
for an oscillating mode of wave numberk0 . This map can be defined over
the whole space, but it also corresponds to that inside paraboloids described
by a constantn-coordinate, such thatJ08@(k0/2)n2#50. Indeed, the boundary
condition of rigid walls is fulfilled on such paraboloids~the gradient of the
pressure has no component orthogonal to the wall!. This figure presents the
wall associated with the first zero ofJ08 , namely, (k0/2)n2'3.8317.

2639J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Thomas Hélie: 1D waveguide modeling



] ŝL̂52

~m21n2!J0S k0

2
m2D J0S k0

2
n2D

S mJ08S k0

2
m2D J0S k0

2
n2D D 2

1S nJ08S k0

2
n2D J0S k0

2
m2D D 2 , ~37!

after the substitution ofJ09 according to Eq.~31!. On the
other hand, computingŝ ŝ

2 from Eq. ~36! and Eq.~35!, and
using Eq.~32! to computeŝ, the computation of2k0

2ŝŝ ŝ
2 is

straightforward. It exactly yields the right-hand side of Eq.
~37!, proving Eq.~28!.

IV. MONO-SPACE-DEPENDENT WAVE EQUATION
FOR LOSSLESS AND MOTIONLESS RIGID WALLS

A rigorous derivation of a mono-space model of a wave-
guide proves to be unworkable for arbitrary geometries.
Even if the exact equation~20! governs a mono-space-
dependent pressure, expressingAs,s , As , andAs,t from the
shape of the waveguide does not succeed in such a 1D
model, as described below.

A. Problem posed by the derivation of a 1D model

Let F now be a particular local change of coordinates
such that the wall notedWt is simply described for a fixedu
notedw so that

Tw,t5Wt . ~38!

This can be achieved ifWt is not tangent to isobars, which
is discussed below. Adopting the notation

quw~s,t !5q~s,w,t !, ~39!

to indicate that a quantityq(s,u,t) is evaluated on the wall
Wt , the profile ofWt is parametrized by

z5 f uw~s,t !, ~40a!

r 5guw~s,t !. ~40b!

Then, deriving a 1D model could consist of evaluating the
coefficientsAs,s , As , andAs,t onWt , namely imposingu
5w, and then, expressing them from the known parametri-
zation (f uw ,guw). Unfortunately, this cannot be achieved in
general. Nevertheless, executing this process reveals the dif-
ficulty and, simultaneously, the reason why decoupling the
waveform resolution from that of the geometry of isobars is
impossible.

This section exhibits the problem for walls assumed ide-
ally rigid, lossless, and motionless:Tw,t5Wt5W so that
f uw and guw can be chosen time independent andjsuw

5jnuw50 @see Eq.~14!#. In this case, the corresponding
boundary condition is that the particle velocityv, and so
from Eq. ~2!, the gradient of the pressuregrad(p), have no
component normal to the wall. For locally nondegenerate
cases@grad(p)Þ0#, isobars are necessarily orthogonal to
the wallW. Considering a domainV on which this condi-
tion is satisfied, this proves thatW belongs to the field lines
so thateuw50 @see Eq.~12b!#. Note that if the gradient is
zero on a set of isolated points, local solutions of the same

1D model can be concatenated to form a maximal solution
under theC2 regularity assumption. If this set has a nonzero
measure, the pressure computed from a mono-space partial
differential equation of finite order is necessarily locally con-
stant for both the time and the space variables. On this set,
the partial derivatives of the pressure are zero and will make
the 1D linear model locally trivial~050!, independently of
the involved coefficients. Practically, these properties make it
possible to proceed considering only the caseeuw50, with-
out loss of generality.

Now, euw50 and jsuw5jnuw50 yields, for u5w, the
simplified coefficientsAs,s51/ss

2, As,t50, and using Eq.
~9b!, As5]s ln(g/ss)/ss

21]uf/(sssu cosd).
Sincef uw andguw can be differentiated with respect tos,

thenss and]s ln(g/ss) can be evaluated foru5w using Eq.
~8a!. On the other hand,f uw andguw do not give any infor-
mation about]uf uw and ]uguw , and the local orthogonality
(euw50) only yields ucosduw51. Thus, starting withf uw ,
guw , and the relation euw50, one cannot evaluate
]uf/(su cosd).

To cope with this difficulty, a local geometrical hypoth-
esis is presented, which gives a natural extension of the exact
models of propagation in tubes and cones, and agrees with
the isobars mobility.

B. Geometrical hypothesis

Let M (s) be a point ofW indexed bys. LetSs be the
sphere tangent toIs,t at M (s) and centered atOsP(Oz)
~see Fig. 4!. Then, the z-ordinatezOs

(s) of Os , the radius

FIG. 4. Os(s)P(Oz) andRs(s) are the center and the radius of the sphere
Ss tangent toIs,t at M (s)PW. r I(s,u,t) is the distance betweenOs and
the point NPIs,t located at (s,u,t). It is assumed thatIs,t andSs are
close at the second order atM (s). Namely, for each (s,t), u°r I(s,u,t) is
approximated by the constantR(s) at the second order foru in the vicinity
of w.
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Rs(s) of the sphereSs , and for any pointN(s,u,t), the
distancer I(s,u,t) betweenOs andN are defined.

By definition, the radiusOsM is orthogonal to the sphere
Ss and so touu at M (s). Writing that the scalar product of
OsM anduu is zero,zOs

(s) is proven to be such that

guw5tanfuw~ f uw2zOs
!. ~41!

The positive radiiRs(s) and r I(s,u,t) are given by

Rs
25

g2

sin2 u
U

w

5
g2

sin2 f
U

w

, ~42a!

r I
25g21~ f 2zOs

!2. ~42b!

The relative divergence§(s,u,t) is then introduced by

§5
r I
Rs

21. ~43!

§ may be interpreted as an indicator of the deformation en-
genderingIs,t from Ss . Note that if the wallW is locally
parallel to (Oz), § may keep a meaning by continuation,
althoughRs becomes infinite. In particular, the study below
proves that§uw is zero at the first order at least.

By definition, r I(s,w,t)5Rs(s) so that

§uw50. ~44!

Now, ]u§5]u(r I
2)/(2r IRs). From Eq.~42b!, Eq. ~9c!, and

Eq. ~9d!,

1
2]u~r I

2!5su@g cosf2~ f 2zOs
!#. ~45!

The definition ofzOs
shows that Eq.~45! is zero foru5w so

that

~]u§!uw50. ~46!

Note that, in fact, this last equation is related to the tangency
of Ss andIs,t at M (s). Finally,

]u
2§5

]u
2~r I

2!

2r IRs
2

~]u~r I
2!!2

2r I
2Rs

,

so that the second term is zero inu5w @see Eq.~45!#, and

1
2]u

2~r I
2!5]usu@cosf2~ f 2zOs

!sinf#1su
2

2su]uf@g sinf1~ f 2zOs
!cosf#, ~47!

for which the first term is zero inu5w. Then, (]u
2§)uw is

given by

~]u
2§!uw5Fsu

Rs
2 S su2

g]uf

sinf D GU
w

. ~48!

The geometrical hypothesis proposed in this section con-
sists of assuming that near the wallW, isobarsIs,t deviate
from Ss ‘‘slower than a parabola,’’ namely,

~]u
2§!uw50. ~49!

As su /Rs
2Þ0, this hypothesis yields

]uf

su
U

s,w,t

5
sinf

g U
s,w,t

, ~50!

which will make Asuw , and so Eq.~20! for u5w, possibly
be expressed explicitly withf uw andguw . Indeed, the right-
hand side of Eq.~50! is known from the shape ofW.

C. Mono-space wave equation

As euw50, sinf/cosd5sinu5]sg/ss for u5w. The
geometrical hypothesis and this last equation make the
evaluation of Asuw possible. Finally, recalling thatjsuw

5jnuw50, this leads to the significantly simplified equation

As,suw]s
2p̃1Asuw]sp̃2

1

c2
] t

2p̃50, ~51!

whereAs,suw andAsuw are given by

As,suw5
1

ss
2U

w

, ~52a!

Asuw5
2]s ln g

ss
2 U

w

. ~52b!

Furthermore, becauseeuw50, Eq. ~19! leads to

grad~ p̃!5
]sp̃

ss
us, ~53!

onW.
The obtained 1D model is available for any choice made

for s, all the deduced models being equivalent. This model is
now established for two specific and natural parametriza-
tions. The first one consists of choosings5z so that
guw(s)5R(s) represents the radiusR(z) of the section of the
waveguide located by thez-ordinatez5 f uw(s)5s. In this
case,ss(z,w,t)5A11R8(z)2 leading to

]z
2p̃~z,t !12

R8~z!

R~z!
]zp̃~z,t !2

11R8~z!2

c2
] t

2p̃~z,t !50.

~54!

Note that this equation does not model the propagation of the
lowest mode since it differs from that established by
Pagneux10 @Eq. ~45!# when higher-order modes are ignored.
The second choice is to takes5, where, measures the arc
length of the wallW so thatssuw simplifies into the constant
1. NotingR~,! the radius of the section of the waveguide
located by,, the obtained wave equation is that of Webster:

],
2p̃~,,t !12

R8~, !

R~, !
],p̃~,,t !2

1

c2
] t

2p̃~,,t !50. ~55!

Note that if ,5z50 locates a referent pointM0PW, the
bijective relation between, andz is given by

,5L~z!5E
0

z
A11R8~z!2 dz. ~56!

The radiusR~,! is straightforwardly deduced fromR(z) ~at
least numerically! through the computation ofL(z) since
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R~, !5R~L21~, !!. ~57!

This last choice makes it possible to attribute all the
known properties of the Webster equation to the general
model Eq.~51!, such as the conservation of acoustic energy,
or the existence of analytical solutions for particular profiles.
For this reason, Eq.~55! is used in the following rather than
Eq. ~51! or Eq. ~54!.

D. Observations and discussion

As a first result, the hypothesis of quasisphericity Eq.
~50! makes the arc length, appear as the natural longitudinal
ordinate for the 1D model. This exactly coincides with the
ordinate for which Putland establishes the Webster equation.
However, the coefficients ahead of],p̃ are distinct for both
models. That of Putland is],S(,,t)/S(,,t) whereS denotes
the unknown area of the isobaric~or the ‘‘,-iso’’ ! surfaces8

versus 2R8/R for Eq. ~55! which is known and time-
invariant. Considering 2R8/R as a ratioS8(,)/S(,), where
S would represent the plane section of the waveguide drawn
for , but not z, yields a similar formulation but remains
physically distinct.

Moreover, this model holds various notable properties.
First of all, it gives exact results for both straight and conical
pipes. Thus, for a straight pipe defined byR(z)5R0 , and a
conical pipe defined byR(z)5z tanu0 or R(,)5, sinu0

@see Eq.~56!# with u0P]0,p/2@ , the 1D model leads to

]z
2p̃~z,t !2

1

c2
] t

2p̃~z,t !50, ~58a!

],
2p̃~,,t !1

2

,
],p̃~,,t !2

1

c2
] t

2p̃~,,t !50, ~58b!

respectively. As expected, Eq.~58a! and Eq.~58b! yield the
exact models for plane waves and spherical waves.

Compared to the Webster equations established assum-
ing plane, spherical, or oblate spheroidal wavefronts, appre-
ciable improvements of the presented model may be high-
lighted. Not only is the orthogonality between isobars and
the wall respected, but the unavoidable mobility of isobars
~see Sec. III D! as well. As a matter of fact, this is a conse-
quence of the locality as well as the minimal order of the
hypothesis which only requires]u

2§uw50 while §uw and
]u§uw are both naturally zero.

Unfortunately, most of the limitations known for the
Webster equation remain. The validity of the geometrical hy-
pothesis is restricted to a low frequency range~no transverse
mode, e.g., Fig. 3! and smooth geometries so that high mode
coupling will not occur.10 Walls must have a small curvature
as well as isobars.

In particular, the model makes the control of the geom-
etry of isobars possible neither at the input nor at the output
of the pipe: spheres appear as the best appropriate shapes for
the quasisphericity hypothesis. Rigorously, these input–
output geometries should be exhibited by solving Eq.~20!
for ( f ,g) and knowing (f uw ,guw), once the pressurep̃(s,t)
has been computed for the 1D model and the 1D boundary
conditions. Note that, practically, the geometrical resolution

could be driven with numerical methods and for the simpli-
fying assumptione50, leading to a description of the iso-
baric maps by time-varying orthogonal coordinate systems.
But since 1D models are generally not exact, the pressure
established for any of them should be linked to ‘‘aberrant
maps’’ ~unsolvable or not axisymmetric!. The prospect of
deriving a 1D model from Eq.~20! for new more relaxed
geometrical hypotheses and making control possible on the
boundary isobars will be discussed in the conclusion.

E. Particular profiles associated with analytical waves

Analytical solutions of the Webster equation are known
for particular shapes defined by (R0.0)

~i! R(,)5R0 exp(a,) ~exponential!,
~ii ! R(,)5R0 cosh(a,) ~catenoidal!,
~iii ! R(,)5R0 sin(a,) ~sinusoidal!,
~iv! R(,)5R0,a ~Bessel!.

This section is dedicated to determining the physical profiles
R(z) corresponding to these four cases.

1. Analytical solutions

Noting c~,,v! the Fourier transform ofR(,) p̃(,,t)
wherev denotes the angular frequency, the wave equation
corresponding to the cases~i–iii ! is obtained for

],
2c~,,v!2S Y2

v2

c2 D c~,,v!50, ~59!

whereY5R9~,!/R~,! is constant. The solutions in the Fou-
rier domain are then

c~,,v!5c0~v!er ~v!,1c1~v!e2r ~v!,, ~60!

wherer (v) is a square root ofY2(v/c)2 and c0 , c1 are
arbitrary. WhenY.0, a cutoff pulsationvc5cAY may be
defined:r (v) is imaginary and the corresponding wave is
propagative only forv>vc . Note that although this equa-
tion is usually written in this form, Berners15 has shown that
the travelling modes which constitute the Fourier basis set do
not furnish a complete set for convex profiles~Y,0!. In this
case, the equation Eq.~59! must be considered in the Laplace
domain rather than that of Fourier. Indeed, he has shown that
the set of eigenfunctions may include some so-called
‘‘trapped modes.’’ Considering the associated Sturm–
Liouville problem, he has developed a method which leads
to well-posed numerical solutions.

For the Bessel horns~iv!, noting P(,,v) the Fourier
transform ofp̃(,,t), the corresponding wave equation is

],
2P~,,v!1

2a

,
],P~,,v!1

v2

c2
P~,,v!50, ~61!

so that solutions take the form

P~,,v!5P0~v!,1/22aJa21/2S ,v

c D
1P1~v!,1/22aYa21/2S ,v

c D , ~62!
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whereJn andYn are the Bessel functions of the first and the
second kind16 ~Chap. 9!, respectively, andP0 , P1 are arbi-
trary.

Nevertheless, such profiles are known when the Webster
equation is written for the variablez rather than,. Thus,
although analytical results are unchanged for the pressure
resolution, that is not the case for the real physical shapes. In
particular, the new computed profiles have an unusual char-
acteristic: for some of them, their radius or their length is
required to be bounded.

2. Properties of physical shapes

Let z°L(z) be the length of the wallW from z050 to
z, defined by Eq.~56!. Differentiating the expressionR(z)
5R(L(z)) gives

R8~L~z!!5
R8~z!

A11R8~z!2
. ~63!

This implies that uR8u<1, the limit caseuR8u51 corre-
sponding to an infinite slope for the physical shape. Except
for the sinusoidal profile whenuaR0u,1, the formulaR~,!
remains physically meaningful only on lower- or upper-
bounded intervals so that a maximum or minimum radiusR*
associated with a length,* may be defined~see Table II!.

Note that if a C1-regular profile ends with a slope
R851 at ,5,* , prolonging the profile by the cone defined
byR8~,!51 for ,>,* corresponds to a baffled pipe. This
profile still satisfies theC1-regularity. In this case, Eq.~55!
implies that, for,>,* , the pressure propagates as spherical
waves.

3. Computation of physical shapes

The computation ofR(z) fromR~,! can be achieved in
an implicit way if there exists anF such thatR85F(R). In
this case, Eq.~63! yields

R8~z!

A11R8~z!2
5F~R~L~z!!!5F~R~z!!

which is proven equivalent to

F~R~z!!

A12F~R~z!!2
R8~z!51. ~64!

If z°F(R(z))/A12F(R(z))2 is bijective, the integration of
Eq. ~64! from z0 to z may be written

E
R~z0!

R~z! F~r !

A12F~r !2
dr 5z, ~65!

which solvesz as a function of the radius. The functionsF
associated with the shapes~i!–~iv! are specified in Table II.
The geometrical differences between these profiles drawn for
both z and, may be assessed in Fig. 5. Note that this figure
exhibits the maximum and minimum radii.

V. GENERALIZATION FOR SMALL WALL
ADMITTANCES AND MOBILE WALLS

When the wallWt is mobile or is not ideally rigid and
lossless, the normal component of the acoustic velocity is no
longer zero. Nevertheless, the wallWt may still be de-
scribed byTw,t for a constantu5w, and the general nota-
tions Eq.~38! to Eqs.~40! remain valid. The only differences
are thatf uw and guw may be time-varying and thateuwÞ0
since the wall condition (ṽ"wsuwÞ0) prevents isobars from
being orthogonal toWt . In this case, the boundary condi-
tions onWt may be described by a relation linkingp̃ and
ṽ"wsuw . Such a relation is usually specified in the Fourier
domain using awall admittance Y.

As an example, if a quasiplanar wall is vibrating, a stan-
dard boundary condition is described foru5w by17 ~p. 47!

]ws
p̂1

iv

c
Y~v!p̂52 ivr0V̂"ws, ~66!

where ]ws
5ws"grad is the derivative in the directionws,

Q°Q̂ gives the Fourier transform defined for the angular
frequency v, and V is the local velocity ofWt . Y
5r0c@ws•( v̂2V̂)#uw / p̂ is the specific admittance of the ma-
terial constituting the wall. Note thatY is ordinarily given
such thatws is outwardly directed, so that particular attention
must be paid to the conventions used. This direction is
achieved choosingguw>0 andf uw such that the inside of the
guide is at the right-hand side ofus.

This section establishes a mono-space wave equation in
this general context for cases such thateuw!1, makinge2uw
ande3uw negligible. This restriction still encompasses many
physical cases for which the wall admittance and thus]ws

p̃uw
are small, as clarified below by Eq.~67!. The reason for this
restriction is also detailed.

A. Derivation of the 1D model

Establishing a 1D model from Eq.~20! requires coping
with two problems. The first one consists of making the
boundary condition usable, showing a relation betweeneuw

and ]ws
p̃. This stage stands in for the simplification run in

Sec. IV considering thate50. Projecting Eq.~19! on ws
leads to this requisite identification given by

e5ss

]ws
p̃

]sp̃
. ~67!

TABLE II. This table sums up for the cases~i!–~iv! the expression ofF used
to computeR8 fromR, and the minimum@~iii !,~iv! 0,a,1# or maximum
@~i!,~ii !,~iv! a¹@0,1## radiusR* for which an infinite slope is reached on the
physical shape.

Case F(R) R*

~i! a.0 aR a21

~ii ! a.0 aAR22R0
2 AR0

21a22

~iii ! a.0 aAR0
22R2 AR0

22a22

if uaR0u>1

~iv! aÞ0 aÞ1 aR0
(1/a)R(a21)/a R0

1/(12a)uaua/(12a)
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The main remaining problem is the evaluation of
]uf/(su cosd) onWt . Once again, the local quasispheric-
ity of isobars near the wall makes the solution of the propa-
gation problem separate from that of the geometry of isobars.
Actually, this hypothesis is obtained as in Sec. IV B. The
only noteworthy differences are that a pointM (s,t) ofWt

indexed bys can be nonstationary, and thateuw is not re-
quired to be zero. Nevertheless, all the definitions and the
calculations@Eqs.~41!–~50!# remain exact, adapting the no-
tations as illustrated in Fig. 6, and consideringOs,t , zOs,t

,
Rs,t in place ofOs , zOs

, andRs in the previous formula.
Then, recalling thatd5f2u, Eq. ~50! yields

]uf

su cosdU
w

5
cosu1e sinu

g U
w

. ~68!

Using Eq.~67! and neglectinge2 ande3 in As,s andAs ,
the hypothesis of quasisphericity Eq.~68! leads to

Bs,s]s
2p̃1Bs]sp̃1Bs,t]s] t p̃2

1

c2
] t

2p̃1Bws
]ws

p̃

1Bws,s
]s]ws

p̃1Bws,t
] t]ws

p̃50, ~69!

where

Bs,s5~12js
2!/ss

2, ~70a!

Bs5
22jn

2

ss
2

]s ln g2
12jn

2

ss
2

]s ln ss

2
1

2
]sS js

22jn
2

ss
2 D 1

1

c
] tS js

ss
D , ~70b!

FIG. 5. The profiles corresponding to the cases~i!–~iv! are drawn for both the,-ordinate~—!, and thez-ordinate~n!. Parameters are computed so thatR*
is reached,Rmin51 unit, andRmax58 units: ~a! R051, a51/8, ~b! R051, a51/A63, ~c! R0'8.6e23, a5210, ~d! R0'0.381,a'0.743@computed to have
the same length for~d! and ~f!#, ~e! R0'0.745,a510, ~f! R058, a51/A63. Appropriate translations in, @and a symmetry for~c!# are used to make the
profiles increasing and starting at,5z50.

FIG. 6. When the wall is not rigid, motionless, or lossless, isobars are not
necessarily orthogonal to the wall. The hypothesis of their quasisphericity
near the wall can still be considered in this more general case. Note that the
spheresSs,t tangent to isobarsIs,t now move with respect to the angle
f(s,w,t) which is no longer a right angle. Nevertheless, the formula of
definition Eq.~41! to Eq.~50! are not modified: the only differences are that
Os , zOs

, andRs may now depend on the time.
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Bs,t52
js

css
, ~70c!

Bws
5

22jn
2

g
cosu1

122jn
2

ss
]su2

js

ss
]sjn1

1

c
] tjn ,

~70d!

Bws,s
522jsjn /ss , ~70e!

Bws,t
52jn /c, ~70f!

are all evaluated foru5w. Finally, Eq. ~69! and boundary
conditions such as Eq.~66! furnish a 1D model of the wave-
guide. As analyzed in Sec. IV D, the validity of this 1D
model is still limited to walls having a small curvature. This
assumption holds only if]suuw is negligible. Practically,Bws

is well approximated by

Bws
5

22jn
2

g
cosu2

js

ss
]sjn1

1

c
] tjn . ~71!

Particular derivations for visco-thermal losses on the wall or
for mobile walls are described below. Beforehand, the re-
quirementeuw!1 is clarified.

B. Geometrical hypothesis and compatibility with the
problem

Let P describe the problem associated with the propa-
gation in a given waveguide for which the wall conditions
are linear with respect to the pressure. The linearity of the
wave equation Eq.~3! and of the wall conditions ensures that
of the acoustic propagation in the guide. Consequently, for
such conditions, the exactness of the establishment of Eq.
~20! and Eq.~67! guarantees the preservation of this prop-
erty. However, ifp̃1 and p̃2 are two solutions of these equa-
tions, p̃5 p̃11l p̃2 does not appear as an obvious solution.
Only l p̃1 or l p̃2 appears obvious when the motion ofWt is
imposed. These particular properties are now described and
investigated.

Under the linearity assumption of the wall conditions,
the operatorp̃°l p̃ keepse invariant @see Eq.~67!#. It then
acts on the first member of Eq.~20! as a multiplication byl
~first-order homogeneity! for imposedjs andjn . This proves
that, for any solutionp̃ of a problemP, l p̃ is also a solu-
tion. On the contrary, making the operator (p̃1 ,p̃2)° p̃1

1l p̃2 act on Eq.~20! and Eq.~67! does not lead to such
relations. This is not a paradox but is simply due to the
writing of P in the isobaric coordinate system. This indi-
cates that the inherent linearity ofP explicitly involves the
coupling between the propagation and the geometry of iso-
bars: multiplying a solution pressure byl does not change
the isobaric map, but another change of solution does. More
precisely, it gives information about]uf/su for which the
compatibility with the quasisphericity hypothesis requires
study.

Starting from Eq.~20! and Eq. ~67!, the exact wave
equation for the problemP may be written as the nullity of
the sum of three termsTne@ p̃#, Tnl@ p̃#, and Tl@ p̃# defined
below. Tne@ p̃# corresponds to the term of Eq.~20! which is

not evaluable foru5w from the single geometry of the wall.
It corresponds to

Tne@ p̃#5~12jn
2!F11S ss]ws

p̃

]sp̃
D 2G ]uf

su cosd

]sp̃

ss
, ~72!

for which it is recalled that]uf/su is the only quantity non-
evaluable onWt , and where cosd is not developed using
]ws

p̃ and]us
p̃ to keep the formula compact.Tnl@ p̃# contains

all other terms which are nonlinear ine, and is given by

Tnl@ p̃#5~12jn
2!F S ]ws

p̃

]sp̃
D 2

~ss]su]ws
p̃1]s ln ss]sp̃2]s

2p̃!

12
]ws

p̃

]sp̃
]s]ws

p̃G . ~73!

The remaining termTl@ p̃# is constituted only of linear terms
evaluable for u5w: all the first-order terms such as
22jnjse]s

2p̃/ss
2 in As,s , or 2jne]s] t p̃/(css) in As,t , vanish

with those ofAs when expressinge thanks to Eq.~67!. Tl@ p̃#
would correspond exactly to the first member of Eq.~69!
omitting the contribution inBs andBws

of Tne after using the
quasisphericity hypothesis.

Defining T@ p̃#5Tne@ p̃#1Tnl@ p̃#1Tl@ p̃#, the wave
equation is obtained writingT@ p̃#50. The condition of lin-
earity is then obtained writing

T@ p̃11l p̃2#5T@ p̃1#1lT@ p̃2#, ~74!

for all p̃1 andp̃2 solutions, and for alll. Whenjs andjn are
unchanged for distinct solutions~for instance, rigid but con-
trolled mobile walls!, Tl is linear so that this condition is
reduced to Eq.~74! taking T@ p̃#5(Tne@ p̃#1Tnl@ p̃#)/(1
2jn

2). Equation~74! exhibits the nonlinear relation between
the three geometrical coefficients (]uf/su)P associated with
the problemP for the pressuresp̃5 p̃1 , p̃2 , p̃11l p̃2 , and
these three pressures.

The quasisphericity hypothesis does not mostly satisfy
this condition since it makes (]uf/su)uw depend only on the
wall geometry but not on the pressure. As a consequence, the
linearity of the 1D model for this hypothesis requireseuw

!1, so that the induced nonlinear terms may be neglected,
leading to Eq.~69!.

C. Influence of mobile walls

Equation~69! can be straightforwardly used to establish
a 1D model for a controlled mobile wall.

From Eq.~10a! and Eq.~11a!, the time derivatives ofus
andws are obtained for

] tus5] tu ws, ~75a!

] tws52] tu us. ~75b!

Since from Eqs.~14!, V/c5jsus1jnws, the acceleration] tV
is such that

] tS V

c D5~] tjs2jn] tu!us1~] tjn1js] tu!ws. ~76!

As ]ws
p̃5ws"grad( p̃), Eq. ~2! and Eq.~76! yields
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]ws
p̃52r0c~] tjn1js] tu!. ~77!

Equation~77!, evaluated on the wall, and Eq.~69! furnish the
1D model.

Note that the hypotheses involved to linearize the
Navier–Stokes equations and used to derive Eq.~3! require
that js!1 andjn!1, so that terms of high order injs or jn

may be neglected. DescribingWt with R(,,t)5guw(,,t),
, being the curvilinear ordinate such thatssuw(,,t)51, the
model takes a simpler form

],
2p̃1S 2

],R
R 1

] tjs

c D ],p̃12
js

c
] t],p̃2

1

c2
] t

2p̃

5r0cF S 2 cosu

R 1
] tjn

c D12
jn

c
] tG~] tjn1js] tu!, ~78!

where the geometrical quantities are still evaluated foru
5w and the second member may be interpreted as sources
induced by the motion ofWt .

For many practical cases, the controlled motion or the
vibrations of the wall are sufficiently small to consider much
stronger approximations so that Eq.~78! can be reduced to

],
2p̃12

],R
R ],p̃2

1

c2
] t

2p̃5r0c
2 cosu

R ~] tjn1js] tu!,

~79!

for u5w. For vibrating walls, this last acoustic equation
may be coupled with the model of the wall vibrations.

D. Influence of visco-thermal losses

Equation~69! also enables treating the case of a pipe
with visco-thermal losses due to the wall, now assumed mo-
tionless. The radius of the pipe is assumed to be large in
relation to the boundary-layer thickness, but small compared
to the wavelength.

Let significant parameters specifying the properties and
the nature of the fluid at rest be defined: the coefficient of
shear viscositym, the coefficient of thermal conductivityl,
the heat coefficients at constant pressure and constant vol-
ume per unit of massCP and CV , the specific heat ratiog
5CP /CV , and finally the characteristic lengthsl v8
5m/(r0c) and l h5l/(r0cCP). The effect of the visco-
thermal losses on the acoustics may be described for travel-
ling waves by an equivalent specific wall admittanceY given
by17 ~pp. 112–115!

Y~v,s!5S iv

c D 1/2

@k~s!Al v81~g21!Al h#, ~80!

wherek is linked to the angle of incidence of the wavefronts
onWt as described below. Note that to be physically mean-
ingful, Y must have an Hermitian symmetry so that the com-
plex (iv)1/2 needs to be specified: this quantity may be un-
derstood asAuvu exp(ip/4) for v>0, and the conjugate
Auvu exp(2ip/4) for v,0. More precisely, this definition
makes it correspond to the time operator] t

1/2 for causal
functions.18

The validity of Eq.~80! relies on the fact that the thick-
ness of the boundary layer must be very small with regard to

both the radius and the radius of curvature ofW. For a
pulsationv, the thickness is given byA2clv8/v for the vis-
cous effects, andA2clh /v for the thermal effects. For usual
conditions,l v8 andl h are about 431028 m and 631028 m so
that the thermal effects are the most restrictive. The thickness
decreases with the frequencyf as f 21/2 and is about 2.5 mm
at f 51 Hz for the thermal effects. This condition is then
fulfilled for many practical cases.

Now, k(s) corresponds to the square of the sine of the
angle17 ~p. 155! @us,grad( p̃)#, or identically, to cos2 d
51/(12e2). As e2 is neglected above,k may be approxi-
mated by 1. Then, ifws is outwardly directed, the boundary
condition Eq.~66! ~for V50! is written in the time domain
by

]ws
p̃1

Al v81~g21!Al h

c3/2
] t

3/2p̃50, ~81!

where for usual conditionsAl v81(g21)Al h is about 3
31024 m1/2. This order of magnitude confirms that the effect
due to the boundary layer is small so that the assumption
e!1 is well founded in this case, and the quasisphericity
hypothesis is compatible with the problem.

Finally, the dominating practical requirement is the
slowness of the variation of the cross section of the pipe. The
1D model obtained for these pipes from Eq.~69! and Eq.
~81! with jsuw5jnuw50 is given foru5w by

1

ss
2

]s
2p̃1

2]s ln g

ss
2

]sp̃2
1

c2
] t

2p̃2
2 cosu

g

G

c3/2
] t

3/2p̃50,

~82!

where G5Al v81(g21)Al h. For the ordinate, for which
ssuw51, this equation appears as a Webster equation per-
turbed by the low fractional differential term
2(cosu/(c3/2g))G] t

3/2p̃. Note that for the profileguw(s)
5R0 , this equation exactly yields the well-known equation
of plane waves guided in cylindrical tubes with visco-
thermal losses17 ~p. 145!.

VI. CONCLUSION

A rigorous derivation of the linear acoustic wave equa-
tion in any local isobaric coordinate system has been pre-
sented for axisymmetric problems. As the main theoretical
result of this work, it formally demonstrates the exact cou-
pling between the geometry of the isobars and the propaga-
tion of the pressure. Straightforward derivations have shown
that any regular isobaric map may satisfy a purely geometri-
cal criterion of admissibility. The general static isobaric
maps have been proven to be parallel planes, coaxial cylin-
ders, and concentric spheres. Other static maps exist but, in
this case, only a pure sinusoid or a pure exponential can
travel on each of them. Furthermore, the isobaric wave equa-
tion shows that separating the resolution of the isobaric map
from that of the 1D pressure is usually impossible. Assuming
the quasisphericity near the wall for a minimal order is
proven to be sufficient to dispose of this problem. The 1D
models derived for motionless rigid walls or mobile ones
with small admittances constitute the second main result of
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this work. They make the arc length of the wall appear as the
natural distance travelled by a wave with the speedc.

The interests are to draw benefit from the low computa-
tional cost of 1D models, and to improve the quality, thanks
to a prior, quite complex differential calculus and a geometri-
cal hypothesis which is weaker than usual. A spatial resolu-
tion for the 1D models having motionless walls yields a rep-
resentation with input–output systems that are not expensive
to simulate19 and make real-time applications possible.

Even if the geometrical hypothesis does not require
fixed wavefronts as usual, the limitations mostly remain
those of the classical Webster equation, namely, smooth wall
contours with low curvature, and sufficiently large wave-
lengths ensuring that transverse modes are not excited. To
quantify the quality of the 1D models, a numerical validation
will be run comparing the pressure deduced for them to that
computed near the wall with the PAK algorithm,10,11but also
with finite-element methods. In particular, the horns pre-
sented in Sec. IV E could be tested for an excitationp̃(0,t) at
the inputs50 and for a given load admittance at the output
s5L such as that of divergent spherical waves. For the 2D
algorithms, the same boundary conditions may be taken on
the spheres orthogonal to the wall ins50 and s5L, the
quasisphericity hypothesis being appropriate to this geom-
etry. Other meaningful comparisons with 2D models may be
done for boundary conditions which are compatible with the
quasisphericity hypothesis and adaptable to 1D models@e.g.,
radiating portion of a sphere17 ~p. 246!#.

Nevertheless, whatever the success of a numerical vali-
dation, this work can be expanded to other models having a
mono-spatial dependence, which would exceed the above-
mentioned limitations. Indeed, starting from the general rig-
orous Eq.~20!, geometrical hypotheses more relaxed than
that of quasisphericity could be used. Mainly, choosing hy-
potheses of higher orders is an interesting prospect. A par-
ticularly interesting one is an order of regularity and of flex-
ibility imposed on the wavefront geometry by]uu

K fuw50

@with ]uu
5(1/su)]u] for a givenK>2 (K50 would impose

the wrong anglefuw50, andK51 would impose quasipla-
nar wavefronts near the wall rather than the more appropriate
quasispherical ones!. But such alternatives will involve ex-
tensive investigation. Indeed, establishing the associated 1D
models requires solving the system of equations obtained by
applyingX°]uu

k Xuw on Eq.~20! for k50,1,...,K21, the hy-

pothesis being used in the last equation. A careful study of
fundamental properties such as the linearity or the compat-
ibility with the symmetry of the problem must be performed
since they are not guaranteeda priori. In addition to the
relaxation of the above-mentioned constraints induced by the
quasisphericity hypothesis, the main interest of this exten-
sion is potentially having control of the input–output isobar
geometry through the integrating constants linked to]uu

k fuw .

In this case, the corresponding 1D models account for the
propagation of the pressure as well as that of the geometrical
information represented.
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Detection of object resonances by vibro-acoustography
and numerical vibrational mode identification
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Chalk sphere and cylinder resonance frequencies related to compressional and bending modes were
detected in water, using vibro-acoustography, a relatively new imaging technique. The variable
~radiation! force of low-frequency excitation, produced by intersecting two primary focused
ultrasound waves with slightly different frequencies, forces the object to vibrate. The low-frequency
acoustic emission field, resulting from object vibration, was detected by a hydrophone. By fixing the
object at the focus of the ultrasound beam and sweeping the frequency of one of the primary beams
within a chosen bandwidth, it was possible to detect some of the resonance frequencies~those
related to compressional and bending modes! via variations in acoustic emission amplitude.
Experimental results showed excellent agreement with finite element calculations. This method can
be used to characterize the presence of heterogeneities in various media, in the field of materials
science or biology. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1616921#

PACS numbers: 43.25.Qp, 43.30.Jx, 43.40.Rj@RLW# Pages: 2648–2653

I. INTRODUCTION

For many years, ultrasound techniques have been grow-
ing richer and more diversified. Apart from the usual fields of
visualization ~echography! and therapy, ultrasound tech-
niques are also used in the vibratory field. That is how reso-
nant ultrasound spectroscopy~RUS! was developed~Viss-
cher et al., 1991; Maynard, 1996!. It provides information
about the resonance spectrum of a structure free in space.
The technique consists of connecting an ultrasound
transmitter-receiver to the structure and thereby building
transfer functions or frequency diagrams. Apart from the ad-
vantage of obtaining resonance frequencies for a very wide
range of frequencies and working with a device independent
of boundary conditions, RUS uses indirect measurement to
obtain some of the characteristics of the structure’s constitu-
ent material~or homogeneous equivalent material! in a fre-
quency domain which is difficult to cover with the standard
vibratory techniques.

Another equally interesting application is ultrasound
stimulated vibro-acoustic spectrography~Fatemi and Green-
leaf, 1998!. This technique is quite recent and consists of
focusing two very-high-frequency ultrasound waves,f 1 and
f 2 which, if lightly shifted, produce a beating phenomenon at
the focus and therefore an acoustic wave of frequencyD f
5 f 22 f 1 . In this way, all or part of a structure can be stimu-
lated remotely at the following frequencyD f . First devel-
oped by Fatemi, vibro-acoustography has been used several
times in materials science, such as in determining Young’s
modulus for an object, from its fundamental resonance fre-
quency~Fatemi and Greenleaf, 1999!, or in evaluating the
mechanical characteristics of a medium by measuring the
speed of vibration of a spherical target~Chenet al., 2002!.
Another potential application is in visualizing calcifications
in excised arteries~Fatemi and Greenleaf, 1998! and micro-

calcifications in mammary tissue~Fatemiet al., 2002!. This
method was also introduced to help control ultrasound
therapy, because the vibro-acoustic signal depends on tem-
perature~Konofagouet al., 2002!.

In this paper, we explore the possibilities of RUS using
the vibro-acoustic stimulation method. By combining these
two techniques, and using a hydrophone, resonance frequen-
cies of a structure immersed in a fluid~in this case water! can
be obtained. This study is an extension of the work done by
Fatemi and Greenleaf~1999! who calculated Young’s modu-
lus of an aluminum rod from its fundamental resonance fre-
quency as measured using vibro-acoustography. Here, a wide
frequency range is explored and a systematic identification
~with finite element numerical calculations! of several vibra-
tional modes related to resonance frequencies is proposed for
two differently shaped objects~sphere and cylinder!. It is
shown by two distinct structural analyses~harmonic and
modal! that only some vibrational modes are detected. An
interpretation of the missing modes is given. It is also noted
that the choice of porous, highly damped, nonlinear material
of low rigidity ~in this case chalk! demonstrates that vibro-
acoustography can be used to detect heterogeneities similar
to those found in biological tissue. The experiments and nu-
merical simulations are in close agreement. Thus, it can be
stated that by being positioned at any given resonance fre-
quency, acoustic emission of an immersed object is optimal
and consequently, even small objects could be detected with
this method. Many applications, particularly those oriented
towards the search for heterogeneities, are thus likely to be
developed and are the subject of current investigations.

II. METHOD AND MATERIALS

A. Vibro-acoustography

To generate oscillating low-frequency radiation stress in
a desired region of an arbitrary shaped object, two intersect-
ing burst ultrasound beams are focused at slightly differenta!Electronic mail: mitri@ieee.org
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frequenciesf 1 and f 25 f 11D f ~Fig. 1!. It is noted that the
vibrating radiation force is only generated in the region of
intersection where the ultrasound field energy is confined.
This force is generally steady, since the intensity of the inci-
dent sound field does not change over time. In vibro-
acoustography, the incident ultrasound is modulated in am-
plitude such that its energy density changes sinusoidally at
low frequency. Thus the radiation force on the object is os-
cillatory. The time-varying radiation force~Torr, 1984!, beat-
ing at frequencyD f , interacts with the object according to its
mechanical properties. It produces a localized radiation stress
field and causes a portion of the object, or the entire object,
to vibrate at this frequency. In this interaction, the radiation
force has one component in the direction of the beam and
another transverse to it~Westervelt, 1951!. Radiation force is
expressed by~Fatemi and Greenleaf, 1998!:

F̄5drEE
S

j̄ dS, ~1!

wheredr is the drag coefficient@or radiation force function
~Yp!#, j̄ is the time-averaged energy density, andS is the
projected area. The drag coefficient, which can be deter-
mined from the material properties~scattering and absorp-
tion! of the object and the surrounding medium, is generally
frequency dependent. If the force vibration frequency corre-
sponds to a normal mode, resonance will occur, which will
produce compressional and shear wave motions inside the
object. Object vibrations produces a sound field known as
‘‘acoustic stimulated emission’’ in the medium. The ampli-
tude of the resulting acoustic emission field is~Fatemi and
Greenleaf, 1998!

F~D f !5CdrH~D f !Q~D f !, ~2!

where C is a constant proportional to the intensity of the
primary ultrasound beams,Q(D f ) is a complex function
representing the mechanical frequency response or admit-
tance of the object at the selected point, andH(D f ) repre-
sents the transfer function of the propagation medium and
receiver, which is assumed to be fixed and known. The reso-
nance frequency~ies! of the object can be determined by

sweepingD f within the range of interest while keeping the
amplitude of the primary ultrasound beams constant, and re-
cording the resultant acoustic emissionF(D f ) from the ob-
ject.F(D f ) depends directly on the product of both the drag
coefficientdr and the mechanical admittanceQ(D f ) of the
object. In general, the drag coefficient shows maxima and
minima ~Anson and Chivers, 1981; Hasegawa and Yosioka,
1969! related to certain resonances for wide variations in
frequency. However, in our case, the drag coefficient is di-
rectly dependent onf 1 and f 2 , and is of constant amplitude
while sweepingf 2 between 2.220 and 2.275 MHz@low-
frequency variations~20–75-kHz bandwidth!#. Acoustic
emission variations@peaks ofF(D f )] are therefore deter-
mined only from the resonances ofQ(D f ).

The coupling mechanism to the objects under test is very
complex with many nonlinear effects involved. The objective
of this paper is not to discuss this complex mechanism in
depth, which has been recently investigated~Callé et al.,
2002!. In this work, we assume that the generation of low-
frequency waves~acoustic emission! is dominated by the ra-
diation pressure mechanism which is consistent with the re-
sults presented in the following sections.

B. Experimental setup

The corresponding experiments were performed in a wa-
ter tank, which provided good ultrasonic and acoustic cou-
pling together with free boundary conditions. A hydrophone
was used to measure the resulting acoustic pressure field in
the water tank.

A single circular focused piezoelectric transducer, with a
diameter of 40 mm and focal length of 35 mm, was divided
into two annular elements such that the areas of the two
elements are equal. The two elements generated two ultra-
sound beams at two slightly different frequencies. The first
ring was driven at 2.20 MHz, the second one at frequencies
sweeping the range 2.22 to 2.275 MHz in increments of 0.5
kHz.

Radio frequency~rf! signals were obtained from two
function generators~HM 8131-2 HAMEG, France! con-
trolled by a pulse generator~8112 A, HP, Germany! and each
transducer ring was fed by a rf amplifier~KMP Electronic,
France!. The transducer was mounted on a 3D positioning
system~Micro-contrôle, France! and immersed in a tank of
degassed water.

The two beams interacted at the focal region, producing
an oscillatory radiation stress field on the object in an ellip-
soidal volume. The spatial resolutions, defined by the diam-
eter of the central lobe~minor axis!, and the focal depth
~major axis! of the transducer, were determined experimen-
tally. A 2536-mm2 on-axis longitudinal plane was scanned,
along which the two transducer elements were driven at 2.20
and 2.22 MHz, respectively. The emitted signal was set to
repeat at a duty cycle of 318ms-on/30 ms-off, corresponding
to bursts of 700 cycles at 2.20 MHz. Acoustic pressure was
measured using a needle hydrophone~PZT-Z44-0400, SEA,
USA!. The high-frequency signal received was acquired us-
ing a digital oscilloscope~2340 A Tektronix, USA! and the
data then transferred via the IEEE-488 communication BUS
to the PC controlling the positioning system. In Fig. 2, the

FIG. 1. Vibro-acoustic system setup.
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major and minor full-widths at half maximum~FWHMs! of
the ellipsoidal focal spot are equal to 10 and 1 mm, respec-
tively, and define the volume where the low-frequency signal
is confined.

Sound produced by vibrations of the object was detected
by an audio hydrophone~SQ 03, SENSOR, Canada! placed
in the water tank on one side of the object, not in the path of
the ultrasound beam, to avoid interference with the transmit-
ted signal. The hydrophone has a sensitivity of2162 dBre 1
V/mPa, and frequency response between 1 Hz and 65 kHz.
The signal received was bandpass filtered~AF 420, Multi-
metrics, France! in the 10–80-kHz range, before acquisition
using the digital oscilloscope. For greater precision relative
to the resulting acoustic emission, the low-frequency signal
was averaged 256 times during acquisition to eliminate noise
and increase signal-to-noise ratio~SNR!. The data was then
transferred via the system described above.

C. Experimental procedure

Chalk objects with relatively low acoustic impedance
were used because their characteristics closely resemble
those of kidney stones and bone tissue.

The first object tested was a chalk sphere of the type
used in lithotripsy experiments~15-mm diameter, HMT,
Switzerland! and suspended like a pendulum. The corre-
sponding mechanical properties are Young’s modulusE0

54.1 GPa, Poisson’s ration50.26 ~Heimbachet al., 2000!
and mass densityr51086 Kg m23. In the experiment, the
porous chalk sphere became saturated with water, so that the
mechanical properties were changed~Schroeder and Shao,
1996!. Sphere porosity was estimated as the ratioM0 /M ,
whereM0 is the measured mass in air andM is the ‘‘wetted
mass’’ measured after immersing the sphere in water for 1 h.
Porosity was found to be 25%. The Duckworth–Knudsen
equation~Rice, 1977! was used to determine the effective
Young’s modulusE:

E5E0 exp~2bP!, ~3!

whereE is Young’s modulus,E0 is Young’s modulus at zero
porosity,P is porosity, andb is a variable porosity correction
factor, set at unity. Equation~3! is only valid for a porosity of
less than 50%. Therefore, the effective Young’s modulus of

the sphere, taking porosity into account, isE53.19 GPa,
which will be used in the numerical simulations.

The second object tested was a blackboard chalk cylin-
der ~10.38-mm diameter and 32.20-mm length!. Its mass
density was 1314 Kg m23. The Young’s modulus of the chalk
was determined experimentally using a vibration test and
was found to beE053.02 GPa. The cylinder’s porosity was
31%. The effective Young’s modulus, according to Eq.~3!,
was thenE52.215 GPa. All other parameters and proce-
dures were identical to those used for the chalk sphere. Two
series of the same experiment were run in the water tank. In
the first series, the cylinder was suspended horizontally, and,
in the second, vertically, with the ultrasound beam perpen-
dicular to the axis of the cylinder. This was done to compare
the two sets of measurements and verify the acoustic emis-
sion responses, which are expected to be nearly identical.

The modulated ultrasound beam was focused on the cen-
tral region~axis of symmetry! to generate all the object reso-
nances.

D. Finite element simulations

To verify the experimental results, a coupled harmonic
acoustic analysis was performed using finite element soft-
ware~Ansys, Inc.!, and pressure distribution in the fluid was
calculated in the case of a sinusoidally varying load. The
driving nodal forces on both the sphere and cylinder were
applied over an ellipsoidal volume corresponding to the di-
mensions of the focal spot. In the finite element harmonic
analysis, a step frequency of 0.5 kHz was used. It was veri-
fied that the response does not vary significantly when the
step value is decreased. It was assumed that the amplitude of
the driving force does not vary while sweeping frequency.
The coupled acoustic analysis involves modeling the fluid
medium surrounding the structure, taking the fluid–structure
interaction into account. The pressure amplitude has been
calculated in the fluid. One particular node in the fluid was
chosen and it was verified that the responses at neighboring
nodes are comparatively the same.

The fluid medium was modeled using three-dimensional
linear fluid elements surrounding the solid, and two-
dimensional linear absorbing elements at the external bound-

FIG. 3. Low-frequency signal amplitude in water.

FIG. 2. Two-dimensional plot of spatial and depth resolutions of the stress
field amplitude of the transducer at the focal plane.
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ary simulating the outgoing propagation effects of a domain
extending to infinity. Absorbing elements eliminate reflec-
tions and therefore interference with vibration of the solid
structure.

The chalk sphere was modeled using three-dimensional
tetrahedral linear solid elements. The total numbers of nodes
and elements were 2488 and 12629, respectively.

The chalk cylinder was also modeled using the same
elements as were used for the sphere, and the total numbers
of nodes and elements were 1081 and 4829, respectively.

To visualize the mode associated with a resonance fre-
quency, modal analysis was performed in the fluid medium
~see the appendix!.

The pressure distribution was determined in the 20–75-
kHz frequency range.

III. RESULTS

Each experiment was performed twice to check the re-
peatability of the acoustic emission response.

A. Nonobject test

Figure 3 shows the low-frequency signal amplitude in
the water tank without an object. This was measured to
verify that the water tank’s resonance frequencies are outside
the chosen bandwidth, so there was no interference phenom-
enon. In water and at low amplitude, ultrasound absorption is
very weak, causing streaming, so that the signal detected at
D f was dominated by the nonlinear interaction of the two
primary beams~Calléet al., 2002!. The intensity of the non-
linear parametric low-frequency field atD f was proportional
to the square of the low-frequency wave numberk5Dv/c
~Muir and Willette, 1972!. Figure 3 shows an increase in
low-frequency signal amplitude versus frequency, as pre-
dicted by the theory.

B. Chalk sphere and cylinder models

Figure 4 shows the combined experimental and simu-
lated frequency response of the sphere~acoustic emission
amplitude versus frequency!. Two main resonance frequen-
cies are observed in the 20–75 kHz frequency range
~Table I!.

Figure 5 shows the combined experimental and simu-
lated frequency response of the cylinder~acoustic emission
amplitude versus frequency! in both the horizontal and ver-
tical configurations. Five main resonance frequencies are de-
tected in the 20–75-kHz frequency range~Table II!.

IV. DISCUSSION

The method used in this paper is quite sensitive for the
detection of resonance frequencies. Two and five experimen-
tal resonance frequencies are clearly detected for the sphere
and cylinder, respectively. Complete interpretation of the ex-
perimental results is provided by both numerical harmonic
and modal analyses using the finite element method. A
coupled acoustic modal analysis, taking the fluid–structure
interaction into account, was performed to visualize each
mode F i associated with the corresponding resonance fre-
quencyf i for both models.

For the spherical model, two main resonance frequen-
cies were detected at 45.5 and 68.5 kHz, and fully confirmed
by the numerical harmonic analysis results~Fig. 4!. The
modal analysis printed out several types of mode shapes:~i!
the dilatation modes, which are fully symmetrical~Fig. 6!
and the displacement nodal componentsUu , Uf have very

FIG. 4. Experimental and simulated vibro-acoustic amplitude response from
the chalk sphere.

FIG. 5. Experimental and simulated vibro-acoustic amplitude response from
the chalk cylinder in two configurations.

TABLE I. Comparison of resonance frequencies for a chalk sphere calcu-
lated experimentally, and by simulations.

Sphere Resonance frequencies values~kHz!

Experimental 45.75 68.75
Simulations~Harmonic analysis! 45.5 68.5

TABLE II. Comparison of resonance frequencies for a chalk cylinder for
both configurations calculated experimentally and by simulations.

Cylinder Resonance frequencies values~kHz!

Experimental horizontal
configuration

29 51.25 58.25 64 74

Experimental vertical
configuration

31.5 49.5 60.5 66.25 .75

Simulations~Harmonic analysis! 32 52.5 59 64 73
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small values relative toUr , wherer, u, f, are the spherical
coordinates; and~ii ! the torsional or shear modes, which are
somehow difficult to describe, in whichUu or Uf may be
large relative toUr and in a different direction along the
sphere’s meridians and parallels~Fig. 7!. It was verified that
the two main resonance frequencies at 45.5 and 68.5 kHz
correspond to dilatation modes~Fig. 6! generating compres-
sion waves, which can therefore be detected by the hydro-
phone. A third normal mode was detected by modal analysis
at 58 kHz. It was found to be a torsional vibration mode~Fig.
7! generating shear waves that are not propagated in the fluid
medium and are therefore not detected by the hydrophone.

For the cylinder model, harmonic analysis calculations
show five resonance frequencies at 32, 52.5, 59, 64, and 73
kHz, which correlate well with the experimental results~Fig.
5!. Several types of mode shapes were computed from the
modal analysis:~i! the bending modes~Fig. 8! where the
displacement componentsUr are large relative toUz andUu

and in the opposite direction, perpendicular to the cylindrical
axis, andr, z and u are the cylindrical coordinates;~ii ! the
dilatation modes~Fig. 9!, whereUr is very large relative to
Uz andUu ; and~iii ! the torsional modes~Fig. 10! whereUu

is very large relative toUr and Uz . Modal analysis of the
cylinder is much more difficult to interpret since many com-
plex mode shapes were observed in the frequency range.
However, it was verified that the five detected resonance fre-
quencies correspond to bending~Fig. 8! and breathing vibra-
tional modes~Fig. 9!.

The experimental results for the two configurations re-
veal good agreement with resonance frequency but differ-
ences in resonance amplitude, which are due to the position
of the hydrophone relative to the two object orientations. The
small frequency shift observed for the cylinder in Fig. 5 is
explained by the effect of the water dissolving the chalk
during the experiments, thus reducing the mass of the cylin-
der and causing a frequency shift.

The sharpness of the experimental peaks differs from
that predicted by the simulations. The main reason is that
damping plays an important part, since an arbitrary value for
the chalk material is used in the Ansys simulations (j
50.005), while the experimental measurements presented
are naturally damped by intergranular friction. In addition, it
is impossible to simulate accurately the vibro-acoustic exci-
tation on the object, since it depends on the dimensions of
the focal point and drag coefficient.

Results for the sphere correlated particularly well with

FIG. 6. Sphere dilatation mode~undeformed and deformed shapes!.

FIG. 7. Sphere torsional mode.

FIG. 8. Cylinder bending mode.

FIG. 9. Cylinder breathing mode. FIG. 10. Cylinder torsional mode.
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the simulations because spherical geometry provides isotro-
pic acoustic emission.

Because of the flat response of the water tank without
object, the propagation medium has no significant effect on
determination of the object’s resonance frequencies~Fig. 3!.

The temperature was fixed during the experiments;
therefore its influence on the acoustic emission signal and the
resonance frequencies was ignored.

The model presented here can give good quantitative
results for the detection of resonance frequencies. An as-
sumption in this model is that the fluid medium surrounding
the sphere and cylinder is homogeneous. Extensive experi-
mental verification of this method is currently under investi-
gation, in order to detect heterogeneities in soft tissues,
evaluate their viscoelastic parameters, and obtaina priori
information on the optimal frequency to be used for imaging.

V. CONCLUSION

Vibro-acoustography provides a means of measuring ac-
curately the resonance frequencies of immersed objects re-
lated to compressional and bending modes. A finite element
model using harmonic and modal analyses has been devel-
oped to investigate the response of materials as a function of
frequency. It was concluded that some resonance frequencies
can be detected. The simulations correlate well with experi-
mental results. Additional work must focus on using these
detectable resonances to improve the performance of vibro-
acoustography in biomedical applications, such as character-
ization of kidney stones during lithotripsy treatment and de-
tection of radioactive metal seeds in brachytherapy sessions.
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APPENDIX

The interaction of fluid and structure at a mesh interface
causes the acoustic pressure to exert a force on the structure
and the structural motion produces an effective ‘‘fluid load.’’
The governing finite element matrix equations then become

@Ms#$ü%1@Ks#$u%5$Fs%1@R#$P%, ~A1!

@M f #$P̈%1@K f #$u%5$F f%1%0@R#T$ü%. ~A2!

Here @R# is a coupling matrix representing the effective sur-
face area associated with each node at the fluid–structure
interface. The coupling matrix@R# also takes into account the
direction of the normal vector defined for each pair of adja-
cent fluid and structural element surfaces at the interface.
The positive direction of the normal vector, as the Ansys
program requires, is defined to be inward on the solid struc-
ture boundary. Both the structural and fluid load quantities

produced at the fluid–structure interface are functions of the
chosen nodal degrees of freedom. Placing these ‘‘load’’
quantities on the left-hand side of the equations and combin-
ing the two equations into a single equation yields

F Ms 0

%0RT M f
G H ü

P̈J 1FKs 2R

0 K f
G H u

PJ 5 H Fs

F f
J . ~A3!

Equation~A2! implies that nodes in a fluid–structure have
degree of freedom corresponding to both displacement and
pressure.

The modal matrix equation associated to Eq.~A3! is

F2Msv
21Ks 2R

%0RTv2 2M fv
21K f

G H ũ

P̃J 5 H0
0J , ~A4!

whereũ5uej vt andP̃5Pej vt. Obviously, the matrix is non-
symmetrical. The eigenvalue problem is of fourth order inv.
Thus, the eigenvalues are complex and the eigenvectors do
not satisfy the usual orthogonality conditions.
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The selection of layer thicknesses to control acoustic radiation
force profiles in layered resonators
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Ultrasonic standing waves can be used to generate radiation forces on particles within a fluid. A
number of authors have derived detailed representations of these forces but these are most
commonly applied using an approximation to the energy distribution based upon an idealized
standing wave within a mode based upon rigid boundaries. An electro-acoustic model of the
acoustic energy distribution within a standing wave with arbitrary thickness boundaries has been
expanded to model the radiation force on an example particle within the acoustic field. This is used
to examine the force profile on a particle at resonances other than those predicted with rigid
boundaries, and with pressure nodes at different positions. A simple analytical method for predicting
modal conditions for combinations of frequencies and layer thickness characteristics is presented,
which predicts that resonances can exist that will produce a pressure node at arbitrary positions in
the fluid layer of such a system. This can be used to design resonators that will drive particles to
positions other than the center of the fluid layer, including the fluid/solid boundary of the layer, with
significant potential applications in sensing systems. Further, the model also predicts conditions for
multiple subwavelength resonances within the fluid layer of a single resonator, each resonance
having different nodal planes for particle concentration. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1616581#
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I. INTRODUCTION

Particles within ultrasonic standing waves~USWs! ex-
perience small acoustic radiation forces that tend to drive
them towards nodal or antinodal planes within that standing
wave.1,2 This can be used to agglomerate particles, or to
concentrate or separate particles for analytical purposes.3–5

Microfluidic devices based on this principle have the poten-
tial to act as the microfluidic equivalent of a centrifuge or to
filter particles from samples prior to analysis.

Using these forces requires the design and construction
of ultrasonic chambers in which the characteristics of the
standing waves can be predicted and controlled. Typically,
chambers are similar to that shown schematically in Fig. 1
and are designed such that a standing wave in a single planar
dimension is predominant~although more complex geom-
etries can be used such as cylindrical resonators6 or crossed
standing waves which move particles to nodal lines rather
than nodal planes7!.

In addition to the radiation forces due to the standing
wave in the principal dimension, lateral forces will also act
on particles due to variations in the primary acoustic field
and interparticle interactions such as Bjerkness forces. This
paper considers the dominant, primary radiation forces only.

Several models of the acoustic radiation forces within
standing waves have been developed8–10and these have typi-
cally been used to provide analytical solutions for the force
profiles within idealized standing waves. The electro-
acoustic characteristics of more general planar standing

waves have been modeled successfully as layered
resonators.1,11–14 This paper uses an acoustic force model,
combined with an electro-acoustic model described in Refs.
13 and 14 to examine the effects of deviation from a half-
wavelength standing wave pattern~due to reactive imped-
ances at the resonator boundaries! upon the performance of a
practical standing wave chamber. In particular, it examines
how the thickness of the reflector and fluid layers can be
chosen to determine the position of the pressure nodal plane
within the fluid layer.

II. BACKGROUND

Gor’kov15 derives the time-averaged acoustic radiation
force on a spherical particle of radiusa, at positionx within
a one-dimensional standing wave as

F~x!5
]

]x S 4pa3

3 S 3~rp2r f !

~2rp1r f !
Ekin~x!

2S 12
r fcf

2

rpcp
2DEpot~x! D D , ~1!

wherec andr are the speed of sound and the mass density of
the fluid and the particle, indicated by subscriptsf and p,
respectively.Ekin(x) and Epot(x) are the time-averaged ki-
netic and potential energy densities at positionx within the
fluid.

The energy terms in this equation are typically substi-
tuted by considering a standing wave excited within a fluid
of low specific acoustic impedance bounded by two reflec-
tors with a high and purely real acoustic impedance to thea!Electronic mail: m.hill@soton.ac.uk
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plane standing wave. In such cases, half-wavelength acoustic
modes exist with a sinusoidal acoustic velocity profile and a
consinusoidal acoustic pressure profile, and hence

Ekin~x!5« sin2~kx!,
~2!

Epot~x!5« cos2~kx!,

where« is the overall acoustic energy density andk is the
wavenumber~2p/l wherel is the wavelength!. This leads to
the following commonly quoted force distribution:

F~x!54pk«a3S rp1 2
3 ~rp2r f !

2rp1r f
2

cf
2r f

3cp
2rp

D sin~2kx!.

~3!

However, in real resonators the purely real boundary condi-
tions leading to this distribution do not hold under all cir-
cumstances, due to the finite extent of the reflecting bound-
aries. This leads to phase shifts at the boundaries and
acoustic modes occur at frequencies that no longer corre-
spond to a half-wavelength equaling the cavity depth, as is
discussed in the following section.

III. THE EFFECT OF A FINITE THICKNESS
REFLECTOR

Consider the reflector layer shown in Fig. 1. If it were of
infinite extent, then a plane progressive wave incident on the
boundary would reflect with a pressure reflection coefficient
R given by16

R5
r r2r f

r r1r f
, ~4!

where r r(5r rcr) is the characteristic impedance of the re-
flector andr f is the characteristic impedance of the fluid. The
reflection coefficientR is real and positive for acoustic im-
pedances higher than the fluid~‘‘pressure doubling’’ bound-
aries for much higher impedances! or real and negative for
impedances lower than the fluid~‘‘pressure release’’ bound-
aries for much lower impedances!.

However, if we now consider a finite reflector of thick-
nesst r , in steady-state operation and terminated by an im-
pedancer 0 , then the pressure reflection coefficient is16

R5
r r~r 02r f !1 j ~r r

22r f r 0!tankrtr

r r~r 01r f !1 j ~r r
21r f r 0!tankrtr

. ~5!

Such a reflection coefficient has characteristics such as those
shown in Fig. 2 for an air-backed Pyrex reflector with a

water fluid layer. It can be seen from this that close to
t r /l r50.25,0.75,1.25,...~i.e., well away from half-wave
thickness resonances of the reflector! the reflector behaves
like a ‘‘pressure doubling’’ boundary withR51 and zero
phase shift. However, near the thickness modes (t r /l r

50.5,1,1.5,...), while the reflection coefficient magnitude re-
mains close to unity, the phase change approaches pi radians
representing a pressure release boundary. Under these condi-
tions, there is no acoustic mode in the fluid at the frequency
that corresponds to a wavelength of twice the fluid depth. In
fact, whent r /l r50.5 the acoustic impedance seen looking
into the reflector is that of air, as if the reflector layer does
not exist.

In order to examine the effects of the reflector thickness
on resonator behavior, the model transfer impedance model
described by Hillet al.13,14 has been used, but in order to
isolate the effects of the fluid and reflector layers from those
of the carrier layer and transducer, only the fluid and reflector
layers are considered. To generate the results that follow, a
harmonic acoustic velocity of amplitude 231023 ms21 has
been imposed at the left-hand boundary of the fluid layer.
Knowledge of impedances at the boundaries allows the
acoustic pressure and velocity distribution throughout the
fluid layer to be calculated, which is also used to derive
kinetic and potential energy distributions through the layer.
Such an approach is useful to illustrate the effect of coupling
between isolated layers, but to design a full resonator system,
a model that includes all the layers must be used. Nonethe-
less the author has found the approach outlined here useful to
determine potential resonator performance prior to the final

TABLE I. Default values for resonator layer parameters.

Layer Material
Density

r ~kgm23!

Speed of
sound

c ~ms21!
Thickness

t

Fluid water 1000 1500 variable
Reflector Pyrex 2200 5430 variable
Reflector
termination

air 1.3 330 `

FIG. 1. Schematic diagram of layered resonator.

FIG. 2. Phase of the reflection coefficients for an air-backed Pyrex reflector
of varying thickness.
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design process. In the following section, the two-layer model
is used to simulate a situation that approximates closely to
the idealized half-wavelength standing wave with two per-
fectly rigid boundaries.

A. Half-wave chamber with quarter wave reflector

Referring to Fig. 2, if the first point of zero phase is
chosen,t r /l r50.25, then the expected half-wave resonance
should be produced in the fluid.

This situation has been simulated using the reflector data
shown in Table I. The chamber is designed to resonate at 1
MHz, leading to values oft r51.36 mm andt f50.75 mm.
Figure 3 shows the variation of energy density held in the
standing wave in the liquid for such a chamber.

Particles held within the standing wave will experience a
force toward the central pressure node as described by Eq.
~3!. As the simulation model includes full derivations of the

kinetic and potential energy densities across the chamber, the
full acoustic force model of Eq.~1! can be implemented and
is shown in Fig. 4 using data for a 2-mm diameter polysty-
rene sphere, as described by Tolt and Feke17 who evaluated
the force due to Eq.~3! on such a sphere. In these simula-
tions buoyancy/gravitational forces are ignored, but for par-
ticles that are not neutrally buoyant in horizontal resonators
the particles will move to a plane away from the pressure
node.

To the left of the chamber the force is positive, tending
to move the particle toward the central pressure node. To the
right of the chamber the force is negative, again moving the
particle toward the central pressure node. It can be seen that
force toward the node decreases as the node is approached,
but in addition it should be noted that the acoustic force on
particles near the boundaries themselves are also extremely
low.

FIG. 3. Energy density against frequency and acoustic
pressure profile for a half-wavelength cell.

FIG. 4. Profile of acoustic radiation force on example
particle for a half-wavelength cell. Arrows mark the
direction of travel of the particles and the circle repre-
sents the position to which particles are driven by the
acoustic force, in the absence of buoyancy forces.
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B. Half-wave chamber with near half-wave reflector

The model can be used to investigate the forces on a
trapped particle when the reflector offers a complex reflec-
tion coefficient, and a value oft r /l r50.48 has been chosen,
which ~referring to Fig. 2! provides a reflection coefficient
with a phase of about2p/2.

The choice of dimensions now means that both the fluid
and reflector layers are close to a half-wave resonances and,
instead of a single resonance at 1 MHz, the coupled reso-
nances lead to a double peak straddling the nominal reso-
nance frequencies of the layers, as demonstrated experimen-
tally and discussed by Hawkeset al.12,14 This phenomenon
occurs in simulations for the current conditions and can be
seen in the energy density frequency plot of Fig. 5, where
maximum energy is now stored in the standing waves at
frequencies of about 0.91 and 1.13 MHz.

The acoustic pressure profile for each of these energy
peaks is shown in Fig. 6 and the distribution of forces on an
example particle is shown in Fig. 7.

The pressure nodes shown in Fig. 6 are no longer cen-
tral, but perhaps of more significance in a practical ‘‘half-
wavelength’’ system, at the upper working frequency there is
now a pressure antinode to the left of the reflector boundary.

The profiles of the acoustic radiation force on a particle,
Fig. 7, clearly show the effect of this. At the lower frequency
@0.91 MHz, graph~a!#, the particles will all tend to move
toward the pressure node at a fractional position of about
0.55. However, at the higher frequency resonance@1.13
MHz, graph~b!#, only particles starting at a fractional posi-
tion between 0 and about 0.9 will move toward the node~at
a position of about 0.45!. Particles at a position of 0.9 or
above will experience a positive force, tending to move them

FIG. 5. Energy density against frequency for near half-
wave reflector and half-wave chamber at nominal 1
MHz.

FIG. 6. Acoustic pressure profiles at each of the energy
peaks for near half-wave reflector and half-wave cham-
ber at nominal 1 MHz.
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towards the reflector boundary itself. While the phenomenon
of trapping particles against the reflector itself may be unde-
sirable in applications of particle manipulation where the de-
sign intention has been to gather particles in the center of the
layer, the ability to force particles up against a boundary is
potentially significant.

IV. A METHOD FOR SELECTING LAYER
THICKNESSES FOR PREDETERMINED PLACEMENT
OF PRESSURE NODES

The dimensions in the above example were based upon a
t r /l r50.48 reflector at a nominal 1 MHz. However, with a
‘‘half-wavelength’’ cell, no resonance was observed at 1
MHz. This section describes a method for selecting the di-
mensions of a reflector layer to ensure that an acoustic mode
exists at a frequency with a predetermined wavelength~and
hence nodal position! within a given fluid layer. It also en-
ables rapid prediction of the modes and associated nodal po-
sitions existing in a predetermined fluid/reflector geometry.

The acoustic impedance looking from the transducer
into the fluid layer,zf – in will be

zf – in5S zt f1 j r f tankf t f

r f1 jzt f tankf t f
D r f , ~6!

wherezt f is the impedance at the boundary with the reflector.
If we assume a very high impedance at the transducer bound-
ary, the fluid layer will resonate when

zt f52
r f

j tankf t f
. ~7!

The impedance looking into the reflector will be

zr – in5S z01 j r r tankrtr

r r1 j r 0 tankrtr
D r r . ~8!

The combined system will resonate when the reactances at
the reflector boundary are equal:

Im$zr – in2zt f%50, ~9!

which holds when

kf t f5tan21S r f~r r
21r 0

2 tan2~krtr !!

r r tan~krtr !~r r
22r 0

2!
D . ~10!

The first four solutions to this equation are shown in Fig. 8.
Also shown on the figure is the point which coincides with
the quarter-wave reflector and half-wave chamber of Fig. 3
and the two points coinciding with the peaks of the ‘‘near-
half-wavelength’’ reflector of Fig. 5.

A given design of resonator can be represented in Fig. 8
by a straight line of gradientt fcr /t rcf . For the ‘‘near-half-
wave’’ example above~Figs. 5–7! t fcr /t rcf51.042 and this
resonator is represented by the solid line in Fig. 9.

FIG. 7. Profile of acoustic radiation force on example
particle at each of the energy peaks for near half-wave
reflector and half-wave chamber at nominal 1 MHz.

FIG. 8. The first four solutions to Eq.~10!. Resonances of Fig. 3~‘‘ 1’’ ! and
Fig. 5 ~‘‘ s’’ ! are also marked.
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This line increases with frequency and the points at
which it crosses the solutions to Eq.~10!, marked with
circles, correspond tot r /l r50.43 and 0.54, i.e.,f 50.91 and
1.13 MHz~the peaks in Fig. 5!. Figure 9 also predicts modes
at t r /l r50.053 and 0.92, i.e.,f 50.11 and 1.92 MHz, which
can be seen in Fig. 10 in which the simulation of Fig. 5 is
now run over an extended frequency range.

Figures 8 and 9 suggest that resonances can exist within
the chamber for any value oft f /l f , so long as an appropri-
ate value oft r /l r is chosen. This, in theory, should allow a
resonator to be constructed with the pressure node placed
anywhere within the resonator. In practice, precise position-
ing will be complicated by the finite velocity at the trans-
ducer, or carrier layer wall and variability in the controlling
parameters.

Figure 11 shows the results of simulations carried out in

the design of an ultrasonic microfluidic separator.18,19 In this
case a full simulation, including a transducer model, an ad-
hesive layer, and a carrier layer, was carried out. The sepa-
rator uses ultrasonic radiation forces to filter particles from
fluid flowing through a channel etched out of Pyrex, which is
then bonded to a silicon substrate. The aim of the simulation
was to choose an appropriate etch depth for the channel to
provide a high acoustic energy density within the fluid. The
thickness of the chosen Pyrex wafer was 1.7 mm and hence
as the fluid thickness increases in the simulations, the thick-
ness of the Pyrex reflector layer decreases, with the sum of
the thicknesses remaining at 1.7 mm. On the basis of the
simulations, an etch depth of about 240mm was selected to
produce a mode of near a half-wavelength in the fluid layer
with a central pressure node at a frequency of about 3.1
MHz.

Figure 11~c! also shows that over this range of fluid
depths ~and associated reflector thicknesses!, the pressure
node can be positioned anywhere between the center of the
channel and the reflector boundary. As the fluid depth de-
creases from 250 to 110mm the pressure node within the
fluid layer approaches the reflector boundary. Att f

5110mm the pressure node is positioned at the fluid/
reflector boundary itself. For this depth, the ratiot fcr /t rcf

50.25 and for the corresponding modal frequency@about 3.4
MHz from Fig. 11~b!# the fluid layer is a quarter wavelength
in thickness and the reflector layer is a whole wavelength
thick. A resonator with the ratiot fcr /t rcf50.25 is repre-
sented by the dashed line in Fig. 9 and the mode under dis-
cussion corresponds to the point at which this intersects the
third solution of Eq.~10! at point (t r /l r50.25,t f /l f51).
Referring again to Fig. 11~c!: at fluid depths below 110mm
the pressure minimum in the fluid remains at the reflector
boundary although this is no longer a pressure node in this
range as the actual node of the standing wave is within the
reflector itself.

FIG. 9. Solutions to Eq.~10! with representations of ‘‘near-half-wave’’ and
‘‘quarter-wave’’ resonators. Resonances of Fig. 5 are marked as circles.

FIG. 10. Energy density against frequency for near
half-wave reflector and half-wave chamber at nominal 1
MHz over an extended frequency range.

2659J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Martyn Hill: Radiation force profiles in layered resonators



A. Quarter-wave chamber with half-wave reflector

The phenomenon of a pressure node within a liquid at a
solid boundary will occur for any multiple of half-
wavelength reflector when the fluid layer is at a quarter-
wavelength thickness. Referring to Fig. 8, it can be seen that
the first solution to Eq.~10! with t r /l r50.5 corresponds to a
quarter-wavelength chamber. The simulated energy density
spectrum, along with the acoustic pressure and particle force
profiles for a quarter-wave fluid layer and a half-wave reflec-
tor are shown in Fig. 12.

In this case, the pressure node occurs at the reflector
boundary and from the profile of the acoustic force on the
particle remains positive across the chamber. Hence, par-
ticles within the chamber will experience a force toward that
boundary. This phenomenon has been observed experimen-
tally by Hawkeset al.20 and, as the authors observe, the abil-
ity to drive particles toward the solid boundary of a fluid
layer has important implications with regard to sensing ap-
plications where detection of particles at the boundary of the
fluid layer is required.

FIG. 11. Simulations carried out in the design of an
ultrasonic microfluidic separator, showing~a! the
change in peak energy density,~b! the frequency, and
~c! the position of the pressure minimum of a node as
the fluid depth changes. As the fluid depth increases, the
reflector thickness decreases such that the total of the
thicknesses remains at 1.7 mm.

FIG. 12. ~a! Frequency response,~b! pressure profile,
and~c! profile of acoustic force on 2-mm-diam polysty-
rene particle, for a cell with a half-wavelength reflector
and a quarter-wavelength fluid layer at 1 MHz.
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V. CONCLUSIONS

An electro-acoustic model of a piezoelectrically driven
layered resonator, which has previously been shown to pre-
dict the characteristics of experimental systems, has been
expanded to model the primary acoustic radiation force on
example particles. These force profiles have been shown to
match widely used radiation force approximations for cer-
tain, idealized, standing wave patterns when the reflector
layer may be regarded as rigid. However, under many cir-
cumstances, the radiation forces do not match this pattern,
and if the resonators are driven at modes of the coupled fluid
and reflector layer, the pressure nodes do not occur at the
center of a nominally half-wavelength system.

An analytical equation which predicts the combination
of layer thicknesses required to produce an acoustic mode
with a correctly positioned pressure node has been derived
and shown to have solutions which correspond to previously
simulated resonators. The equation predicts that the correct
combination of thicknesses can be used to place a node at
any position within the fluid layer, including the fluid/
reflector boundary. This is supported by simulation of a full
resonator system and ties in with recent experimental obser-
vations from other authors.
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The ultrasonic weak short-pulse responses of microbubbles
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The ultrasonic short-pulse responses of microbubbles are of interest in cavitation, transient
responses, and contrast imaging. We extend the two-frequency analytic solutions of Newhouse and
Shankar@J. Acoust. Soc. Am.75, 1473–1477~1984!# to approximate the short-pulse responses of
microbubbles in a low-amplitude field. Based on their results, there is an expected component near
dc in the spectrum of bubble echoes excited by a short pulse. Here this component is named the
low-frequency response, and its theoretical properties are verified experimentally. Including the
fundamental and second-harmonic components, the weak short-pulse responses of microbubbles
include three types of response. Our work has determined the constraint conditions under which this
approximated solution can be used to analyze these short-pulse responses. This paper also provides
the amplitude and spectral properties of these responses. The low-frequency response has a special
bandwidth-dependent property and has potential applications in imaging and bubble sizing.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1621861#
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I. INTRODUCTION

The short-pulse responses of microbubbles to ultrasound
excitation are of interest in the study of cavitation, transient
responses,1–10 and contrast imaging.11,12 However, complete
solutions are difficult to obtain due to the nonlinearity of
bubble responses to such excitation. Different analytic solu-
tions and measurement techniques have been developed for
different types of bubble responses.13–21 The nonlinear be-
havior is greatly influenced by the pulse length and pressure
of the excitation signal. Well-developed analytic and numeri-
cal solutions are available for the low-amplitude and long-
pulse case, and some transient solutions can be used to de-
termine the threshold at which nonlinear effects occur for
high-amplitude and long-pulse stimuli.1 Some numerical re-
sults have appeared for the low-amplitude and short-pulse
case.2,6,22

Detection techniques based on the resonance properties
of microbubbles have been developed for contrast imaging to
filter out the responses of intervening tissue. In a low-
amplitude field, only resonant bubbles will pulsate
appreciably,13–15 and this reduces the influence of nonlinear
propagation and the associated system harmonics that are
generated. An attractive alternative method is to detect the
subharmonic response as the pulse amplitude increases.16,17

All the above-mentioned methods require long stimulus
pulses, which reduces the resolution of the resultant images.

The increased use of ultrasound contrast imaging makes
a thorough assessment of the possible biological effects of
cavitation desirable.5 Flynn,2 Apfel,3 and ter Haaret al.4 pre-
dicted that short pulses can cause transient cavitation, in
which stabilized gas pockets or microbubbles may grow rap-
idly and then collapse violently within a few acoustic cycles.

Akulichev et al.7 noted a pulse-length dependence of the
transient response of microbubbles in the near-surface oce-
anic medium. For the frequency range~5–35 kHz! used in
the experiments of Akulichevet al., a measurable transient
response occurred when the pulse length was less than 5–10
cycles. However, Suiter8 found no transient responses when
using a 2.6-cycle burst at 120 kHz. Paceet al.9 stimulated
over the frequency range 20–200 kHz with pulse lengths of
1–20 cycles, and also found no transient responses; they
concluded that transient responses do exist when the pulse
length is short enough, and they are observable in the ab-
sence of masking produced by the bubble distribution. The
accompanying increased bandwidth when using a short pulse
increases the complexity of the frequency response of the
microbubbles. Morganet al.10 found that the echo intensity
is a function of the physical properties of the contrast agent
and the properties of the transmitted waveforms, such as sig-
nal intensity, center frequency, and transmitted pulse length.

The theoretical behavior of microbubbles exposed to an
external pressure field can be described by the RPNNP
equation,23 and it comprises transient and steady-state com-
ponents. Solving this equation analytically would improve
our understanding of the complicated acoustic behaviors of
microbubbles. Prosperetti1 presented an analytical analysis of
the transient oscillations in subharmonic responses. Miller14

described the analytic solutions for low-amplitude and long-
pulse wave fields, which were expanded by de Jonget al.24

to an ideal gas bubble including the shell elasticity and fric-
tion of an Albunex® microsphere. Newhouse and Shankar19

developed a two-frequency excitation technique for bubble
size estimation, and gave approximate analytic solutions to
the RPNNP equation. Due to their nonlinear behavior, when
bubbles are excited by two frequencies simultaneously (f 1

a!Electronic mail: tsaor215@cc.ee.ntu.edu.tw
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and f 2 , wheref 1@ f 2) the resulting echo signals contain sum
and difference frequencies,f 16 f 2 .18–21

Under the steady-state conditions of the RPNNP equa-
tion, if we define the long-pulse response as a single-
frequency response, then the short-pulse response can be de-
fined as a multifrequency response with a continuous
spectrum. In this paper, we extend the results of Newhouse
and Shankar19 to study the simplest case of a response result-
ing from stimulation with a short pulse comprising two fre-
quencies only. For this purpose, the two frequencies are re-
written as f 15 f c1D f /2 and f 25 f c2D f /2, wheref c is the
center frequency. If these two frequencies are not too far
apart to maintain a pulse length ofT'1/D f , thenD f can be
treated as the effective bandwidth of the waveform. Based on
the analytic solutions of Newhouse and Shankar, there is an
expected component near dc in the spectrum of the bubble
echo; this component is termed the low-frequency response
here. Under the restriction of small external pressures, these
analytic solutions can serve as a first step to characterizing
the echoes of microbubbles excited by short-pulse wave
forms.

The theoretical derivations of Newhouse and Shankar19

are summarized in Sec. II. Under small external pressures,
additional constraint conditions for using these analytic so-
lutions to analyze the short-pulse responses are derived in
Sec. III. The weak short-pulse responses comprise funda-
mental, second-harmonic, and low-frequency components.
The amplitude and spectral properties of these components
are also derived in Sec. III. The low-frequency response has
a special bandwidth-dependent~i.e., pulse-length-dependent!
property that is demonstrated by theoretical and numerical
analyses in Sec. IV. These properties are also verified experi-
mentally in Sec. V. The differences between the low-
frequency and subharmonic responses are also discussed in
this paper.

II. TWO-FREQUENCY APPROXIMATION

Microbubbles in fluid media exhibit several modes of
vibration, among which the spherically symmetrical volume
mode is the most important. The radius variation is sufficient
for characterizing their nonlinear responses. The differential
equation for a bubble in volume pulsation can be written as

rRR̈1
3

2
rṘ25S p01

2s

R0
D S R0

R D 3g

2S p01
2s

R D24m
Ṙ

R

1pext~ t !, ~1!

whereR0 andR are the initial and instantaneous radius of the
bubble,r andm are the density and viscosity of the liquid,s
is the surface tension,g is the polytropic exponent, andp0

and pext are the ambient and external pressure amplitudes,
respectively. This equation neglects some types of damping
~e.g., energy dissipation through acoustic radiation, heating
of the interior gas and the resulting thermal conduction be-
tween the gas and liquid! except for the loss through viscos-
ity at the bubble wall.21 The methodology utilized is similar
to that described in Newhouse and Shankar.19 When the ex-
ternal pressure is low and resonance does not dominant the
bubble response, the radius variation is small. Under these

restrictions, approximate analytical solutions to the above-
mentioned nonlinear differential equation can be found as
follows. The instantaneous radius of bubble can be written as

R5R0~11x!, ~2!

wherex is the variation of bubble radius (x!1). Substituting
Eq. ~2! into Eq. ~1! will result in high-order terms ofxn, n
.2. If these terms are neglected, Eq.~1! can be expressed as

rR0
2~11x!ẍ1 3

2 rR0
2ẋ2

5S p01
2s

R0
D S 123gx1

3g~3g11!

2
x2D

2S p01
2s

R0
~12x1x2! D24m~12x!ẋ1pext~ t !. ~3!

To make the approximation valid, it is necessary that the
external pressurePext(t) should be small enough to ensure
subharmonics,19 the third- and higher-order harmonics being
negligible. We can derive two-frequency approximation so-
lutions as follows.

When the external pressure has two components, that is,

pext~ t !5p1 cos~2p f 1t1u1!1p2 cos~2p f 2t1u2!, ~4!

an approximate solution to Eq.~3! can be written as

x~ t !5A01A1 cos~2p f 1t1f1!1A2 cos~2p f 2t1f2!

1A3 cos~2p f 3t1f3!1A4 cos~2p f 4t1f4!

1A5 cos~2p f 5t1f5!1A6 cos~2p f 6t1f6!, ~5!

wheref 55 f 11 f 2 and f 65 f 12 f 2 , andA1 ,A2 ,A3 ,... are the
amplitudes of the radial variations at the corresponding fre-
quencies. From the results of Miller14 and Newhouse and
Shankar,19 amplitude coefficientsA1 andA2 in Eq. ~5! can be
expressed as

Am5
pmXm

4p2r f 0
2R0

2
, m51,2, ~6!

where f 0 is the resonance frequency of microbubbles with
radiusR0 ,

Xm5@~12Vm
2 !21d2Vm

2 #21/2, ~7!

and the dimensionless frequencies are defined as

Vm5
f m

f 0
. ~8!

The damping constant is defined as

d5
4m

2pr f 0R0
2

. ~9!

The termf 0R0 corresponds to the polytropic exponent being
adiabatic, and is approximately equal to 3.2 for air bubbles.

The other amplitude coefficients (A32A6) in Eq. ~5!
can be expressed as

A35 1
2A1

2Y11X11, ~10!

A45 1
2A2

2Y22X22, ~11!
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A55A1A2Y12X12, ~12!

A65A1A2Y128 X128 , ~13!

where

Xi j 5@~12V i j
2 !21d2V i j

2 #21/2, ~14!

Yi j 5H FV i
21V j

2

2
1

3

2
V iV j1KG2

1
d2

4
V i j

2 J 1/2

, ~15!

V i j 5
f i1 f j

f 0
, ~16!

K5

3g~3g11!S p01
2s

R0
D2

4s

R0

8p2rR0
2f 0

2
, ~17!

Xi j8 5@~12V i j8
2!21d2V i j8

2#21/2, ~18!

Yi j8 5H FV i
21V j

2

2
2

3

2
V iV j1KG2

1
d2

4
V i j8

2J 1/2

, ~19!

V i j8 5
f i2 f j

f 0
for i j 511, 22, or 12. ~20!

Finally, the echo pressurePm at a distancer and frequency
f m is

Pm5
r~2p f m!2R0

3Am

r
, m51 – 6. ~21!

III. CONDITIONS FOR WEAK SHORT-PULSE
RESPONSES

In this section we extend the results of Newhouse and
Shankar19 to study weak short-pulse responses. Based on
Fourier theory, a short pulse can be synthesized by multiple
sinusoids, with a two-frequency approximation being the
simplest case. To construct the external pressurepext(t) as a
pulse train with a period large enough such that it approxi-
mates a short-pulse waveform, we needp1'p2(5p) and
D f (5 f 12 f 2) not so large as to cause spectral discontinuity
of the transmitted waveform.

In Eq. ~5!, the fundamental responses (A1 and A2) are
combined into a mixed responseAF(t) aroundf c , which is
defined as the short-pulse fundamental response. The second-
harmonic responses (A3 and A4) and the summation re-
sponse (A5) are combined into a composite second-harmonic
responseAC(t) around 2f c . Finally, since the difference re-
sponse (A6) is close to dc, it is renamed as the low-
frequency responseAL(t). Using these new definitions, Eq.
~5! is rewritten as

x~ t !5A01AF~ t !cos~2p f ct1fF!1AC~ t !cos~4p f ct

1fC!1AL~ t !cos~2pD f t1fL!. ~22!

It should be noted that using short-pulse excitation
pext(t) might not be sufficient to guarantee that the echox(t)
is also a short pulse. For example, iff c5 f 0 , x(t) might be a
single-frequency response only~which is not a short-pulse
response!. The conditions necessary to maintainAF(t),
AC(t), andAL(t) as short-pulse responses are derived in the

following. The amplitude and spectral properties of these
three responses are also derived.

A. Fundamental response

From Eqs.~5! to ~8! and ~22!, and lettingp15p25p,
the fundamental response becomes

AF~ t !cos~2p f ct1fF!5A1 cos~2p f 1t1f1!

1A2 cos~2p f 2t1f2!, ~23!

where

A15
pX1

4p2r f 0
2R0

2
, A25

pX2

4p2r f 0
2R0

2
, ~24!

X15@~12V1
2!21d2V1

2#21/2, V15
f 1

f 0
5

f c1D f /2

f 0
,

~25!

X25@~12V2
2!21d2V2

2#21/2, V25
f 2

f 0
5

f c2D f /2

f 0
.

~26!

It is apparent that the amplitude ofAF(t) depends on the
phase coherency ofA1 and A2 , and that bandwidth of the
fundamental response isD f 5 f 12 f 2 if the spectrum of
AF(t) is continuous.

To ensure thatAF(t) is a short-pulse response, it is also
required thatA1'A2 . The relation betweenA1 and A2 de-
pends primarily onf 1 , f 2 , and f 0 . There are three possible
relations among these frequencies.

~1! f 1' f 2' f 0 , which is the case of a single-frequency
response.

~2! One of f 1 or f 2 is close to f 0 , which makesA1

@A2 or A2@A1 , and effectively this is a long-pulse re-
sponse only. Note that both cases 1 and 2 do not fall within
the scope of this paper.

~3! Both f 1 and f 2 are far away fromf 0 . It is found that
if V1.11 3

2d or V1.12 3
2d, then (12V1

2)2@d2V1
2 in Eqs.

~25! and~26!. It is not difficult to satisfy this condition, since
d is always small, e.g., in a normal environment withR0

51 mm, 3
2d is around 1021, and whenR0510mm, 3

2d is
around 1022 based on Eq.~9!. Under these conditions,X1

andX2 can be approximated as

X1'u~12V1
2!21u, X2'u~12V2

2!21u.

Then, the relative strength ofA1 andA2 can be examined by
their ratio as

A1

A2
5

X1

X2
'U12V2

2

12V1
2U5U f 0

22~ f c
22 f cD f 1D f 2/4!

f 0
22~ f c

21 f cD f 1D f 2/4!
U .

If D f / f c is not too large,A1 /A2 can be approximated further
as

A1

A2
'U f 0

22 f c
21 f cD f

f 0
22 f c

22 f cD f
U .

The relation betweenA1 andA2 is determined primarily by
f c and f 0 whenD f is fixed. There are three subcases.
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~a! If f c is equal tof 0 , A1'A2 and this equivalence is
independent ofD f .

~b! If f c is not equal tof 0 , and f 0. f 1. f 2 , then f 0
2

.( f c1 1
2D f )2 and f cD f /( f 0

22 f c
2),1. Under this condition,

A1 /A2 can be approximated as

A1

A2
'

11
f cD f

f 0
22 f c

2

12
f cD f

f 0
22 f c

2

'11
2 f c

2

f 0
22 f c

2
Be ,

where Be5D f / f c is called the equivalent fractional band-
width.

~c! If f 0, f 2, f 1 , in the same way we have

A1

A2
'11

2 f c
2

f 0
22 f c

2
Be.

In cases~b! and~c!, @2 f c
2/( f 0

22 f c
2)#Be must be small enough

to ensureA1'A2 . That is,Be must be restricted within some
range for a givenf c and f 0 to make this model work.

B. Composite second-harmonic response

From Eqs.~5! and~22!, the composite second-harmonic
response is defined as

AC~ t !cos~4p f ct1fC!5A3 cos~2p f 3t1f3!

1A4 cos~2p f 4t1f4!

1A5 cos~2p f 5t1f5!. ~27!

It comprises three components: the two second harmonics
(A3 and A4), and the summation response (A5). SinceD f
has been restricted such thatAF(t) is a short-pulse response,
f 3 , f 4 , and f 5 will be close enough to satisfy the bandwidth
requirement forAC(t) to also be a short-pulse response. We
also require thatA3 , A4 , andA5 are similar to ensure that
AC(t) is a short-pulse response. AsA1'A2 , we will obtain
X1'X2 as well asV1'V2' f c / f 0 from Eqs.~24! to ~26!.
Therefore,

V11'V22'V125V11V25
2 f c

f 0
,

X11'X22'X12, Y11'Y22'Y12.

From Eqs.~10! to ~12! and the above-noted approximation,
A3 , A4 , andA5 can be expressed as

A35A45
1

2
A1

2Y12X125
1

2~4p2r f 0
2R0

2!2
p2X1

2Y12X12,

and ~28!

A55A1
2Y12X125

1

~4p2r f 0
2R0

2!2
p2X1

2Y12X12.

The similarity ofA3 , A4 , andA5 ensures thatAC(t) is also
a short-pulse response. The amplitude ofAC(t) is dependent
on the phase coherency ofA3 , A4 , andA5 , and is propor-
tional to A1

2 as well asp2 and X1
2. As the radius of the

microbubble decreases,X1 increases as doesAC(t). The
bandwidth ofAC(t) can be approximated asf 32 f 452D f ,
which is twice the bandwidth ofAF(t).

C. Low-frequency response

From Eqs.~5!, ~13!, and ~22!, the low-frequency re-
sponse is defined as

AL~ t !cos~2pD f t1fL!5A6 cos~2p f 6t1f6!, ~29!

whereAL(t)5A65A1A2Y128 X128 .
Under the conditions required forAF(t) to be a short-

pulse response,A1'A2 and X1'X2, and hence Eq.~29! can
be expressed as

AL~ t !5A65A1
2X128 Y128 5

1

~4p2r f 0
2R0

2!2
p2X1

2Y128 X128 . ~30!

The amplitude ofAL(t) is then proportional toA1
2, which is

the same as that ofAC(t). When the excitation pressure com-
prises two frequencies, there is only one component in
AL(t). In a real wideband waveform, the number of compo-
nents inAL(t) will increase. We can consider the position of
the maximum frequency as the bandwidth ofAL(t). The
maximum-frequency position ofAL(t) is therefore equal to
the difference between the maximum frequency and the
minimum frequency of the transmitted waveform. Here, the
maximum-frequency position is atf 12 f 2 , and the band-
width is D f . The maximum-frequency position ofAL(t) is
related toD f irrespective of the center frequency, which is
an important property that allowsAL(t) to be distinguished
from subharmonic responses.

IV. DETECTABILITY OF THE LOW-FREQUENCY
RESPONSE

The presence ofAL(t) is a critical phenomenon of mul-
tifrequency excitation~i.e., it is not a long-pulse response!,
and so can be utilized as an indicator of a short-pulse re-
sponse. Section III explains the existence ofAL(t), but it
does not guarantee thatAL(t) can be detected in practice.
SinceBe is small,AL(t) is close to dc and hence it might be
filtered out by the instrumentation. The signal-to-noise ratio
of AL(t) also affects the detectability, and furthermore this
signal-to-noise ratio is also affected byBe . In the following
we analyze the detectability of the low-frequency response,
especially related toBe , theoretically and numerically.

A. Theoretical analysis

The bubble responses are mixed in the time domain, and
hence the detectability of each component depends on their
relative strength. Here the peak power ratio of the low-
frequency responseAL(t) to the fundamental responseAF(t)
is derived. BecauseAF(t) is affected by the coherency be-
tweenA1 andA2 , we can use either coherent or incoherent
summation to obtain the peak power ratio; we chose the
former method in this paper. From Eqs.~21!, ~24!, and~30!,
the peak power ratio ofAL(t) to AF(t) can be derived as
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S P6

P11P2
D 2

5S ~ f 12 f 2!2
1

~4p2r f 0
2R0

2!2
p2X1

2Y128 X128

f c
2~2!

pX1

4p2r f 0
2R0

2

D 2

5
1

4~4p2r f 0
2R0

2!2
p2X1

2Y128
2X128

2Be
4. ~31!

Since this peak power ratio is proportional toBe
4, the detec-

tion of AL(t) requires thatBe is sufficiently large.
Furthermore, in Eq.~31! r, f 0 , R0 , andp are frequency-

independent constants, with onlyX1 , X2 , X128 , andY128 be-
ing frequency dependent.X1 andX2 are not sensitive to the
variance of bandwidth, so the bandwidth-dependent property
is determined byX128 andY128 . In Eqs.~18!–~20!, V128 is the
common factor to show the bandwidth-dependent property of
X128 andY128 . V128 can be expressed as

V128 5
f 12 f 2

f 0
5

D f

f 0
5

f 6

f 0
. ~32!

From Eq.~19!, Y128 can be expressed as

Y128 5AQ1D,

where

Q5FV1
21V2

2

2
2

3

2
V1V21KG2

, D5
d2

4
V128 .

BecauseQ@D, Y128 'AQ. Y128 is less sensitive thanX128 to
the variance of bandwidth. In Eq.~18!, X128 is maximal at
V128 51, i.e., D f 5 f 0 in Eq. ~32!. Therefore,AL(t) is maxi-
mal at the same condition, which provides us with the short-
pulse method for determining the microbubble radii. BothBe

andR0 will affect X128 . To illustrate the relationship between
Be andR0 more clearly, replacingBe into Eq. ~32! yields

V128 5
f cBe

f 0
'

f cR0Be

3.2
, ~33!

where f 0R0'3.2 for air bubbles.X128 is maximal atV128
51, as well asf c(Be / f 0)'1 or f cR0Be'3.2. After multi-
plying f cR0 by Be , the maximum of the peak power ratio
falls at the same value. Because smaller microbubbles have a
higher resonance frequency, a largerBe is needed to fitD f
5 f 0 as well as to makeV128 51. For bubbles with sizes of
the order of microns, which are of interest in this study,D f
must exceed hundreds of kilohertz. However,Be has limita-
tions as discussed in the derivation of fundamental re-
sponses, so it is impossible to reach this maximum sinceR0

is too small.
To investigate the relationship betweenAC(t) and the

bandwidth, we examine the bandwidth dependence of each
term in A3 , A4 , and A5 . r, f 0 , R0 , and p are frequency-
independent constants from Eq.~28!. From Eqs.~14! and
~16!, it can be shown that

X125$@12~2 f c!
2/ f 0

2#21d2~2 f c!
2/ f 0

2%21/2, ~34!

and soX12 is not bandwidth dependent. From Eqs.~15! and
~16!, it can be shown that

Y125$@2.5~ f c
220.05D f 2!/ f 0

21K#21d2f c
2/ f 0

2%1/2. ~35!

SinceD f , f c , Y12 is not sensitive to the variance of band-
width. NeitherX12 nor Y12 are sensitive to the variance of
bandwidth, therefore,AC(t) is not sensitive to the variance
of bandwidth.

B. Numerical analysis

Equation~31! indicates that the microbubble radius, ex-
ternal pressure, and the bandwidth are the parameters that
most affect the behavior of the system. For microbubble ra-
dius and peak pressure, we can select the minimum
Be—defined as the peak power ratio ofAL(t) to AF(t)—to
be greater than270 dB, as shown in Fig. 1 wheref c is 3
MHz. The minimum value ofBe can represent a criterion for
determining if the microbubble response is the multifre-
quency response. At a fixedR0 , the peak power ratio is
proportional to the peak pressure, as shown by Eq.~31!. If p
is larger, the minimumBe will be smaller. This means that a
larger range of pulse lengths can produce a short-pulse re-
sponse. At a fixed peak pressure, the minimumBe as a func-
tion of microbubble radius can be examined. When the ra-
dius is 1mm, there is a local minimumBe with a different
peak pressure value. This is because the resonance frequency
of this microbubble is about 3.2 MHz, which is close tof c .
The termX1 in Eq. ~31! becomes dominant, which violates
the previously discussed restriction thatf c is far from f 0 ,
and means that two frequency components cannot be consid-
ered a short-pulse waveform. AsR0 increases,f 0 decreases
and the two-frequency approximation becomes valid.X128
then becomes a more important factor for affecting the peak
power ratio in Eq.~31!. SinceR0 is larger than 4mm, X128
dominants the response.

To demonstrate the relationship betweenBe and the
power ratio more clearly, Fig. 2~a! presents a surface plot of
the peak power ratio for different peak pressures and frac-
tional bandwidths for a bubble radius of 4mm and for f c

53 MHz. The peak power ratios exhibit a local maximum at

FIG. 1. The minimum value ofBe for different microbubble radii for peak
pressures of 20, 60, and 100 kPa. The center frequency of the transmitted
waveforms was 3 MHz.
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some fixed peak pressure whenBe is 0%–50%, which result
from microbubbles resonance. This is an important property
of AL(t). A similar graph can be obtained for differentBe

values with the peak pressure fixed, which can replace the
conventional frequency response curve obtained by sweep-
ing f c . Figure 2~b! presents a contour plot presentation of
the surface plot in Fig. 2~a!. The peak power ratio again has
a local maximum~or resonance effect! for each fixed peak
pressure. Moreover, the resonance effect is obvious as the
peak pressure increases. AfterBe is multiplied by f cR0 , the
local maximum always has the same value~about 3.2!.

Figure 3 presents a contour plot of the peak power ratio
for differentBe and f 0 , wheref c53 MHz and the peak pres-
sure is 100 kPa. The maxima of the peak power ratios along
f 0 for different Be can be connected by a line asf 05 f cBe .
Therefore, to produce the maximum peak power ratios,Be

must be chosen to be proportional to the resonance frequency
of microbubbles. IfR0 is too small~or equivalentlyf 0 is too
large!, there might be no suitable value ofBe for the reso-

nance effect to occur. There is another feature of the minima
of the peak power ratios. It happens at the maximum of
AF(t) when f c' f 0 , although it has violated the conditions
for this model already. In practice, if we can combine the
peak powers ofAF(t) andAL(t), we can increase the mea-
suring range of bubble sizes.

Figures 4 and 5 are computed with the same conditions
used in Figs. 1 and 3, except nowf c is shifted to 5 MHz. The
minimumBe value now occurs atR050.75mm. Meanwhile,
the effect ofX2 or X1 is dominant for smallR0 . X128 starts to
dominante the response whenR0 becomes larger than 2mm,
which is smaller than for the data shown in the result shown
in Fig. 1. The results in Fig. 5 are similar to those in Fig. 3,
in that connecting the maxima of the peak power ratios will
also result in a line obeyingf 05 f cBe . Comparing the results

FIG. 2. The peak power ratio of the low-frequency response to the funda-
mental response displayed as a surface plot~a! and a contour plot~b! for
different peak pressures and fractional bandwidths of the transmitted wave-
form. Bubble radius was 4mm and the center frequency was 3 MHz. The
right-hand ordinates of the contour plot~b! display the fractional bandwidth
normalized to the resonance frequency of the microbubbles.

FIG. 3. The peak power ratio of the low-frequency response to the funda-
mental response for different resonance frequencies of microbubbles and
fractional bandwidths of the transmitting waveform, displayed as a contour
plot. The center frequency was 3 MHz.

FIG. 4. The minimum value ofBe for different microbubble radii for peak
pressures of 20, 60, and 100 kPa. The center frequency of the transmitted
waveforms was 5 MHz.
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of Figs. 3 and 5, reveals that for a givenBe , using a higher
f c would allow more bubbles with different sizes to resonate.

V. EXPERIMENTAL RESULTS

The low-frequency responseAL(t) can be filtered out by
the instrumentation~including the transducers!, and hence
the experimental settings should be determined carefully.
The transmitted waveforms were generated by an arbitrary-
function generator~TAG 1240, TTi!, and fed to a power
amplifier~Model 75A250, Amplifier Research!. The received
signals were amplified by a pulser/receiver~Model 5072PR,
Panametrics! with a low-pass filter at 10 MHz and with no
high-pass filtering, which is important for observingAL(t).
Experimental data were recorded on a PC using a PCI-based
A/D converter~PCI-9812, NuDAQ, ADLink! at a sampling
rate of 20 MHz. The frequency responses displayed here
were calculated by 1024-point fast fourier transforms and
represent the averages of 250 presentations. The experimen-
tal setup is shown in Fig. 6. The setup includes a hollow tube
with an inside diameter of 15 mm that is covered by silicon.
This phantom serves as a window for observing flowing
bubbles, and is totally immersed in water during experi-
ments. The distance between the top boundary of the tube
and water is 20 mm, and that between the bottom boundary
of the tube and water is 40 mm. In addition to the silicon
phantom, the system includes a degassing system, a roller
pump, and flow tubes. Two piston probes~V325: center fre-
quency, 2.25 MHz; V309: center frequency, 5.00 MHz; focal
distance of both pistons is 20 mm! are utilized as transmit-
ting and receiving transducers. The angle between the flow
tube and the beam direction for both probes is about 45°, and
both probes are focused at the same point in the middle of
the flow tube. To avoid the uncertainty about the size of
free-gas bubble used in the experiments, we used a commer-
cially available source of microbubble, Levovist® ~Schering
AG, Berlin, Germany! whose radius is distributed around
2–3 mm.25 We use one injection vial~2.5 g and 7 ml water!

for each experiment. Before the microbubble is injected, a
degassing process is applied to ensure that the concentration
of residual microbubbles is low enough so that they will not
influence the subsequent experimental results. After each in-
jection, data received within the first minute are ignored to
ensure that the data analyzed correspond to a uniform distri-
bution of microbubbles in the flow tube.

The peak pressures of the transmitted waveforms before
they pass through the phantom are measured by a hydro-
phone ~NP-1000 PVDF needle hydrophone, Model
TNU001A, NTR Systems! connected to a 30 dB preamplifier
~NTR Systems!, which is mounted on a motorized three-
dimensional positioning system. The measured pressure after
compensating for the attenuation effect of the flow phantom
was 455650 kPa.

Sixteen waveforms were utilized in the experiment to
allow sweeping off c and the fractional bandwidth.f c was
swept from 2.75 to 3.50 MHz with a step increment of 0.25
MHz. The fractional bandwidth was changed from 10% to
40% in steps of 10%. The received data corresponding to
these sweeps were collected during a single injection to en-
sure that the radii and position distributions of the mi-
crobubbles were similar. Since the received signals are influ-
enced by the Doppler effect, their frequency responses are
displayed as a rf spectrum after compensating for the gain
settings of the pulser/receiver, and processing by a wall
filter.26 We also take the maximum peak pressure of these
transmitted waveforms as a baseline to compensate for dif-
ferences in the excitation pressure.

Interpolating the data for the four values of fractional
bandwidth~10%, 20%, 30%, and 40%! allows the frequency

FIG. 5. The peak power ratio of the low-frequency response to the funda-
mental response for different resonance frequencies of microbubbles and
fractional bandwidths of the transmitted waveform, displayed as a contour
plot. The center frequency was 5 MHz.

FIG. 6. Experimental instrumentation and setup.
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responses of the microbubbles to be displayed as a surface
plot ~Fig. 7!. After compensating for differences in the exci-
tation pressure, the noise levels are not the identical since the
signal-to-noise ratio varies with the transmitted waveforms.
An increased transmitted fractional bandwidth corresponds
to increased bandwidths ofAF(t), AC(t), andAL(t). More-
over, the peak power ratio ofAL(t) to AF(t) increases from
229.5 to 214.3 dB, but the peak power ratio ofAC(t) to
AF(t) increases from231.4 to 224.1 dB only. This
bandwidth-dependent property is proven theoretically in Sec.
IV.

Figures 8~a! and~b! show the spectra of the microbubble
responses at two center frequencies: 2.75 and 3.25 MHz,
respectively. Different fractional bandwidths are given in
each figure. The maximum-frequency position~also called
the bandwidth! of AL(t) is equal to the difference between
the maximum frequency and the minimum frequency of the
transmitted wave form, as discussed in Sec. III. When the
fractional bandwidth is over 30%, the spectra ofAL(t) and
AF(t) begin to merge, as shown by the dotted line in each
figure. As f c increases, the spectrum ofAL(t) does not shift
along the frequency axis. The absence of an obvious re-
sponse at half the center frequency@1.375 and 1.625 MHz in
Figs. 8~a! and~b!, respectively# confirms thatAL(t) is not the
subharmonic response. The bandwidth ofAC(t) increases
with the fractional bandwidth also. These features are not
obvious in Fig. 8~b! because the larger attenuation in the
high-frequency region bringsAC(t) down to the noise level.

The peak power ratio ofAL(t) to AF(t) is shown in Fig.
9 as a function of fractional bandwidth. When the fractional
bandwidth increases, the peak power ratio increases as given
by Eq.~31!. When the fractional bandwidth is over 30%, the
increase in the peak power ratio tends to saturate. This might
be the result of interference due toAF(t) andAL(t) overlap-
ping. AF(t) is attenuated more asf c increases, whereas
AL(t) is invariant with f c ; therefore, the peak power ratio
increases asf c increases. As discussed in Sec. IV, the peak
power ratio ofAL(t) to AF(t) consists of local maximum
~resonance effect! within the proper fractional bandwidth
range at some fixed peak pressure. However, this is not evi-

dent in Fig. 9, which may be attributable to two phenomena:
~1! the peak pressures of the transmitted waveforms are not
large enough to produce a local maximum, which tends to
reside at higher-pressure regions of the contour plot in Fig.
2~b!; or ~2! bubbles used in the experiments vary in size
resulting in different positions of the local maxima such that
the resonance effect is smoothed out among these mi-
crobubbles.

Finally we examine the peak power ratio versus the peak
power and the fractional bandwidth ofAF(t) simultaneously,
with f c fixed at 3 MHz. Figure 10 shows the peak power
ratios versus the peak power ofAF(t). The solid lines rep-
resent the peak power ratio ofAL(t) to AF(t), and each line
shows that for a fixed fractional bandwidth, the peak power
ratio increases with the peak power ofAF(t). For a constant
peak power ofAF(t), the peak power ratio increases with the

FIG. 7. Frequency responses of microbubbles for different fractional band-
widths: 10%, 20%, 30%, and 40%. The center frequency of the transmitted
waveform was 3 MHz. The power ratio of the low-frequency response to the
fundamental response increases from229.5 to214.3 dB as the fractional
bandwidth increases from 10% to 40%.

FIG. 8. Frequency responses of microbubbles for different center frequen-
cies and fractional bandwidths of the transmitted waveform for center fre-
quencies of 2.75 MHz~a! and 3.25 MHz~b!. The solid, dashed, dotted, and
dashed-dotted lines denote fractional bandwidths of 10%, 20%, 30%, and
40%, respectively, in each graph.
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fractional bandwidth. These two tendencies are derived theo-
retically in Sec. IV.

The dashed lines in Fig. 10 indicate the peak power ratio
of AC(t) to AF(t). They are consistent with two tendencies
mentioned in the previous section, except for four inconsis-
tent points. As indicated by the dashed lines for factional
bandwidth of 20%–40%, the peak power ratios do not fol-
low the weaker peak power ofAF(t) consistently; this is
becauseAC(t) is attenuated more. Furthermore, these peak
power values ofAC(t) may include power from noise, which
would result in overestimation of the peak power ratios.

VI. CONCLUSIONS

The peak pressure and bandwidth of the transmitted
waveforms, and the radius of microbubbles are the most im-
portant factors of the short-pulse responses investigated in
this study. There are three restrictions to the validity of the
approximation model we have used:~1! the peak pressure
should not be large enough to generate higher-order har-
monic or subharmonic responses,~2! the resonance fre-
quency of microbubbles must be far from the center fre-
quency of the transmitted waveform, since otherwise the
microbubbles may resonate irrespective of whether the pulse
is long or short, and~3! the two frequency components must
be close enough to allow them to be considered as a single
short-pulse waveform. Under these three restrictions, the
weak short-pulse responses of microbubbles can be derived
analytically using the two-frequency approximation method.
The short-pulse responses can be divided into three compo-
nents: the low-frequency response, the fundamental re-
sponse, and the composite second-harmonic response. It is
worth noting that if the requirementx!1 in Eq. ~2! is re-
laxed, then the responses of the bubbles would be more com-
plicated and the stability of our analytic solutions might be a
problem; this should be investigated in future studies.

Equation ~24! shows thatAF(t) is a linear wideband
response. Any frequency component around the resonance

frequency of the microbubbles will invalidate the short-pulse
approximation, which is why short-pulse waveforms cannot
be analyzed at the resonance frequency in this way. The
bandwidth ofAF(t) is the bandwidthD f of the transmitted
waveform. For this model to work, the conditions for short-
pulse responses must be established based on restricting the
bandwidth ofAF(t).

AC(t) contains three components: the summation re-
sponse and the second-harmonic responses. We have shown
that its strength is not sensitive to the variation of bandwidth.
The bandwidth ofAC(t) is twice the bandwidth ofAF(t). It
is difficult to distinguish these three components due to their
spectral overlap and since they are both proportional to the
square of the fundamental responses. Furthermore, the power
of AC(t) is less than the power ofAF(t) and AL(t) due to
attenuation present in experimental conditions. These factors
make experimentation onAC(t) difficult.

AL(t) is a component that was predicted to be present
during two-frequency excitation, and this was investigated in
this study. Its existence can provide us with an important
indicator for determining whether multiple frequencies are
present in the response. This is the first step to studying the
short-pulse response. Its bandwidth increases in proportion
to the bandwidth of the transmitted waveform. Equation~31!
shows that the detectability ofAL(t) depends greatly on the
bandwidth of the transmitted waveform and its power ratio to
AF(t). AL(t) may be filtered by instrumentation when the
bandwidth is too small. It is proportional to the square of the
peak pressure, and we have also shown that its strength is
bandwidth dependent. It is maximal atD f 5 f 0 , and its
bandwidth-dependent property may enable determination of
the bubble sizes~rather than using the swept-frequency
method!. If we can combine the peak powers ofAF(t) and
AL(t), we can extend the range of bubble sizes that can be
measured. Because the attenuation is less at lower frequen-
cies, and furthermore a smaller excitation sound pressure can
be used to generateAL(t), it may be useful for

FIG. 10. Solid line represents the peak power ratio of the low-frequency
response to the fundamental response. Dashed line represents the peak
power ratio of the composite second-harmonic response to the fundamental
response. The plus sign, circle, asterisk, and square represent fractional
bandwidths of 10%, 20%, 30%, and 40%, respectively.

FIG. 9. Peak power ratio of the low-frequency response to the fundamental
response for different fractional bandwidths of the transmitted waveform for
center frequencies of 2.75 MHz~solid line!, 3.00 MHz ~dashed line!, 3.25
MHz ~dotted line!, and 3.50 MHz~dashed-dotted line!.
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improving the signal-to-noise ratio in medical imaging, es-
pecially in depth.

The subharmonic response, which resides atf c/2, is an-
other response that may appear in the low-frequency region.
The subharmonic response may occur for higher-pressure ex-
citation due only to the threshold effect.AL(t) resides at the
difference of the excitation frequencies irrespective of the
center frequency of the transmitted waveform. The occur-
rence of subharmonics can be verified by sweeping the cen-
ter frequency. We confirmed that no subharmonics were
present in any of our experiments. The detailed relationships
betweenAL(t) and the subharmonic response, such as the
coherency when they reside at the same frequency and the
bandwidth-dependent properties, need further investigation.
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Measurements of near-surface bubble plumes in the open ocean
with implications for high-frequency sonar performance
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This study examines near-surface bubble data obtained with a self-contained 200-kHz inverted
echo-sounder deployed at Ocean Station Papa~NE Pacific, 1400 km west of Vancouver Is.! over an
81-day period in the spring of 1996. The instrument operated continuously, recording calibrated
volume scattering profiles from near-surface bubbles with 3-s and 30-cm resolution. The data show
the frequent occurrence of bubbles organized into vertical, plume-like structures, presumably drawn
downwards by turbulence and other near-surface circulations. Average bubble plume penetrations of
up to 15 m were observed, with maximum penetrations up to 25 m. Within the plumes, the
backscatter cross section exhibited an exponential decay with depth, with e-folding scale in the
range 0.5 to 3 m, increasing proportionally to the square of average plume depth. Using standard
models for bubble scattering, and incorporating recent acoustic resonator measurements of
bubble-size distributions along with actual bubble plume data, high-frequency near-surface sonar
performance models were developed. These models show that on a ping-to-ping basis the bubble
plume structures can induce significant spatial variations in the reverberation level and
path-integrated extinction losses to near-surface targets.@DOI: 10.1121/1.1621008#

PACS numbers: 43.30.Ft@WMC# Pages: 2672–2684

I. INTRODUCTION

The performance of high-frequency (HF,.10 kHz) so-
nars in the near-surface ocean is strongly affected by acoustic
scattering from small air bubbles created by breaking waves.
High-resolution HF sonars are important in this environment
for such applications as torpedo and mine detection, obstacle
avoidance~e.g., boats and whales!, or fisheries surveys. The
properties of near-surface bubbles have been the subject of
considerable research over the past 20 years, motivated both
by naval interests in understanding surface reverberation
~e.g., Hall, 1989; Dahl, 2003! and for climatological reasons
arising from the fact that bubbles mediate air–sea gas ex-
change~e.g., Farmeret al., 1993!. Breaking-wave induced
bubbles typically begin to appear above 6–10-knots wind
speed ~Thorpe, 1982; Crawford and Farmer, 1987; Dahl
et al., 1997; Dahl, 2003!, and thus are a common occurrence
in the open ocean. In the immediate vicinity of a breaking
wave the bubble densities can be very high, with total void
fraction up to roughly 10%~Monahan and Lu, 1990; Lama-
rre and Melville, 1994; Dahl and Jessup, 1995!; however,
once injected into the near-surface ocean these bubbles are
dispersed and advected by surface waves, turbulence, and
other circulation phenomena~see Monahan and Lu, 1990 for
a description of bubble generation and dispersal processes!.
The bubble density and depth of penetration generally in-
crease as the wind speed increases; however, there are sig-
nificant spatial variations due to the patchiness of wave
breaking and near-surface circulations. Most previous HF so-
nar studies in the near-surface zone, while acknowledging
the cloud- or plume-like structure of near-surface bubble

clouds, have usually chosen to describe the bubble effects in
a time-averaged, horizontally uniform sense~e.g., Novarini
and Bruno, 1982; Thorpe, 1986; Crawford and Farmer, 1987;
Wu, 1988; Hall, 1989; Nu¨tzel et al., 1994!. One exception is
a recent HF modeling effort by Nortonet al. ~1998!, which
confirmed the importance of the bubble plume structures on
near-surface propagation. Similarly, both McDonald~1991!
and Henyey~1991! utilized bubble plume structures in their
modeling of low-frequency (,2 kHz) surface reverberation.
The focus of this present study is to extract high-resolution
data on bubble spatial structures, and then to assess the im-
plications of these bubble structures for the operation of HF
sonars at near-horizontal geometries in the near-surface
ocean.

High-frequency acoustic backscatter systems are sensi-
tive tools for the investigation of near-surface bubbles. These
applications have generally focused on the characteristics of
natural oceanic bubble clouds~e.g., Thorpe, 1982, 1986!, or
on the use of these bubbles as tracers of near-surface fluid
flows such as surface and internal gravity waves~Thorpe and
Hall, 1983; Trevorrow, 1995, 1998!, turbulence ~Garrett
et al., 2000!, and Langmuir circulation~Zedel and Farmer,
1991!. In the open ocean, autonomous inverted echo-sounder
~IES! devices have been used previously for investigation of
bubble clouds~e.g., Thorpe, 1986; Zedel and Farmer, 1991;
Vagle and Farmer, 1992!. IES systems have the advantage of
remotely sensing bubble properties while positioned safely
away from the destructive motions of the ocean surface. With
advances in electronics technology these systems can pro-
vide increased spatial and temporal resolution along with
increased recording capacity. The main limitation in the use
of IES systems is that bubble extinction and multiple-
scattering processes make measurements at medium to higha!Electronic mail: mark.trevorrow@drdc-rddc.gc.ca
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bubble densities~i.e., void fractions.131025) difficult or
impossible~see Vagle and Farmer, 1998!.

This study focuses on an 81-day deployment of a 200-
kHz IES in the open Pacific Ocean during the spring of 1996.
Data on near-surface bubble distributions were collected
continuously with 3-s and 25-cm resolution. Working within
the limitations of the instrument, some detailed measure-
ments of bubble plume structure and occurrence are pre-
sented in Sec. III. Section IV presents a simple model for HF
bubble backscatter and extinction, and then examines rever-
beration and target detection levels with emphasis on the
importance of the bubble spatial structures.

II. INSTRUMENTATION AND METHODS

The focus of this paper is the data from a self-contained
200-kHz IES, which was deployed and operated continu-
ously from 0130UT 01 March until 1400UT 20 May 1996.
The mooring location was Ocean Station Papa~OSP, N50°
W145°), situated approximately 1400 km west of Vancouver
Island in the NE subarctic Pacific. The IES was deployed at
the top of a subsurface mooring at a nominal depth of 43 m
in a total water depth of approximately 4100 m. OSP has
been the site of oceanographic and ecological monitoring
since the late 1950’s.

This 200-kHz IES was a prototype instrument developed
at the Institute of Ocean Sciences~Sidney, BC, Canada!. It
was designed to be a simple, self-contained system capable
of deployments up to 1 year in length. Thus, low power
consumption and large data storage capability were the
dominant design factors, necessitating some compromises in
overall performance. This same instrument was deployed on
the Oregon coast in study of internal solitary waves~Trevor-
row, 1998! and an updated version of this instrument is de-
scribed in Lemonet al. ~2001!. The electronics and batteries
were contained in a 25-cm-diameter by 80-cm-long cylindri-
cal pressure housing, supported by streamlined syntactic
foam floatation with a strong righting moment. The 200-kHz
transducer was mounted externally on the top, oriented ver-
tically upwards. The transducer23-dB beamwidth was
4.6°. The IES operated continuously, transmitting a 0.5-ms
pulse at 1-s intervals. Backscatter amplitude was acquired
with 8-bit resolution ~48-dB dynamic range! in 21.5-cm
depth bins spanning 10 to 53 m~upward! range. No time-
varying gain was used, which turned out to be beneficial for
detection of near-surface bubble plumes which have increas-
ing scattering strength with~upward! range. The receiver
gain was configured as a compromise to resolve backscatter-
ing from both meso-zooplankton and near-surface bubble
plumes; thus, its dynamic range spanned volume backscatter
levels between285 and230 dB (re: 1 m21). To reduce the
overall data storage requirements, range-binned data from
three successive pings~3 s in time! were averaged before
storage. The raw sounder data were stored internally on two
standard PC hard drives.

Using standard echo-sounder relations~e.g., Medwin
and Clay, 1998!, the raw IES amplitude,A, can be converted
to volumetric backscatter strength(Sv , decibelsre: 1 m21)
vs range~upwards! from the sounder,r , i.e.,

Sv~r !520 log10@A~r !#1K140 log10@r #12•a•r

210 log10@U~r !#, ~1!

where K is a calibration coefficient,r is range (5 1
2•c•t,

wherec is sound speed andt is time after transmission!, a is
the acoustic absorption, andU(r ) is the insonified volume.
Sv is the decibel equivalent of the volumetric backscatter
cross section,sv (m21), and any arithmetic operations~i.e.,
averaging! are performed on the cross-section data. The cali-
bration coefficientK includes transmit power level, trans-
ducer sensitivity, preamplifier gains, and A/D conversion fac-
tors. The acoustic absorption is frequency- and environment
dependent, and for the typical water conditions at OSP has a
value of 0.044 dB•m21 at 200 kHz~Francois and Garrison,
1982!. In terms of theequivalent solid angleof the trans-
ducer,w, and the pulse duration,t(5500ms), the insonified
volume is given by

U~r !5 1
3 w@~r 1 1

4 ct!32~r 2 1
4 ct!3#. ~2!

For this IES the insonified volume increased from 0.2 m3 at
10-m range to 3.4 m3 at 42 m~the nominal ocean surface!,
and is thus small compared to the spatial scales of ocean
surface waves and bubble plumes under study.

The IES was calibrated using as reference the backscat-
ter target strength of tungsten–carbide spheres following
methods outlined in Vagleet al. ~1996!. Given the calibra-
tions and geometric variations in volume scattering strength,
both the noise threshold and clipping levels were range de-
pendent. With a three-ping average, the equivalent noise am-
plitude was approximately 0.5 digital counts, corresponding
to Sv from 292 dB at 10-m range to276 dB at the ocean
surface. Similarly, the A/D conversion clipping level of 250
counts corresponded toSv from 243 dB at 10-m range to
228 dB at the ocean surface. Because of this limitation, fea-
tures with higher volumetric cross sections, such as the
ocean surface echo and denser portions of the bubble
plumes, were underestimated.

Strictly, in the presence of near-surface bubbles Eq.~1!
should include a correction for bubble extinction. Specifi-
cally, theSv(z) should be corrected for the integrated extinc-
tion loss from bubbles at greater depths~see Vagle and
Farmer, 1992!. However, for this particular IES this correc-
tion is unnecessary due to the relatively lowSv(z) at the A/D
clipping limit. Based on bubble extinction models described
in a later section, at the maximum measurable value ofSv(z)
near230 dB the extinction cross section is at most 0.04 m21

(0.17 dB•m21). This, in combination with the relatively
short vertical propagation distance~, a few meters! through
the denser bubble regions, makes extinction loss corrections
small.

III. OBSERVATIONS

A. Oceanographic setting

Ocean Station Papa lies approximately 1400 km west of
Vancouver Island in the NE subarctic Pacific, near the south-
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east boundary of the Alaskan Gyre. This 81-day time series
of 200-kHz IES data covered a range of conditions spanning
the late winter and spring of 1996. A companion time series
of wind speed and significant wave-height data from Ocean
Weather Buoy 46004 is shown in Fig. 1. Unfortunately,
while this is the nearest ocean weather buoy to OSP, it was
located 650 km to the east and thus cannot be used for direct
comparisons to the OSP acoustic data. However, owing to
the generally ENE movement of weather systems in the NE
Pacific, thegeneralcharacteristics of the wind and waves are
expected to be similar between the two locations. During this
80-day period the wind speeds ranged up to 20 m•s21 and
the significant wave height varied from 1 to 8 m, with no
discernible seasonal trend in either. Average values of wind
speed and significant wave height were 7.5 m•s21 and 2.8
m, respectively. It should be noted that this average wind
speed significantly exceeds the generally accepted threshold
for breaking-wave activity of roughly 3 m•s21 ~Dahl and
Jessup, 1995; Dahlet al., 1997; Dahl, 2003!, implying that
on average white-capping and subsurface bubble plumes
should be present. The air–sea temperature difference at the
weather buoy varied between25° and11.4 °C, with mean
of 20.82 °C, implying on average unstable atmospheric
boundary layer conditions. Thorpe~1982! showed that atmo-
spheric boundary layer stability influences the character of
subsurface bubble plumes, with deeper, more columnar
clouds forming under unstable sea-surface conditions. Again,
due to the separation of the weather buoy from OSP, a de-
tailed assessment of the effects of atmospheric boundary
layer stability cannot be performed on these data.

Oceanographically, the near-surface conditions varied
from well-mixed to thermally stratified, as shown in Fig. 2.
In this March to May period the near-surface waters show a
transition from a 100-m-deep surface mixed layer to a ther-

mally stratified profile. Due to solar heating through the
spring season the near-surface temperature increased by ap-
proximately 1.5°, while the salinity remained approximately
constant. This behavior is consistent between both the spe-
cific 1996 CTD profiles~taken during the deployment and
recovery cruises! and the long-term averages; however, both
profiles in 1996 were approximately 0.5 °C warmer than the
corresponding monthly averages~such temperature variabil-
ity is not unusual for this location—see Whitney and
Freeland, 1999!. A similar 1.5° surface water temperature
increase over this same period was observed at the weather
buoy location; however, the weather buoy water tempera-
tures were approximately 1.6 °C warmer than observed with
two CTD profiles at OSP in 1996. The 2 March 1996 near-
surface ~upper 20 m! conditions yield a sound speed of
1472 m•s21, increasing to 1476 m•s21 by 20 May.

B. Inverted echo-sounder observations

The IES data consist of a continuous time series of vol-
ume scatter strength vs range profiles looking upward toward
the ocean surface. These profiles~records! were averaged
over 3 pings or 3 s intime, smoothing out the effects of short
waves but leaving relatively large excursions~up to 62 m)
in surface height due to longer waves. The first stage of
processing involves extracting the range to the ocean surface,
which is then used as reference for further analysis. Zedel
~1994! discusses techniques for detecting the ocean surface
using inverted echo-sounders. The simplest technique is to
apply an amplitude threshold, which works adequately in
situations with minimal bubble presence. However, under
more typical conditions the relatively high gain and limited
dynamic range of this prototype IES cause the near-surface
echoes from the bubble plumes to exceed the A/D clipping

FIG. 1. Wind speed and significant wave height from
Environment Canada ocean weather buoy 46004, lo-
cated at N50° 568, W135° 528. 1 March 1996 is year
day 61. Data courtesy Dr. J. Gower at the Institute of
Ocean Sciences.
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threshold, triggering the simple threshold algorithm well be-
low the actual surface. With this IES this problem occurred
with Sv levels exceeding approximately228 dB
(re: 1 m21). A pragmatic solution in such cases was to
make use of themirror-imageproperty of the combined sur-
face and bubble plume echo, in essence averaging the range
to the upper and lower boundaries of the total surface echo.
This estimate was then corrected for the specular surface
reflection of the transmitted pulse by subtracting the pulse
length. This algorithm agreed with the threshold technique in
the absence of bubbles, and was generally robust against
high bubble densities and deep plumes. However, problems
with the mirror-image algorithm arose in situations where the
upper edge of the surface echo extended past the upper limit
of data recording~53-m range!. Fortunately, this only oc-
curred in a few isolated events~1.1% of total period! where
water currents pulled the IES~at the top of the mooring!
down below 50-m depth. Data from these events were ex-
cluded from further analysis. Another problem observed oc-
casionally was that extreme near-surface bubble densities in-

duced acoustic masking of the surface and reflected bubble
echoes~see Nu¨tzel et al., 1994!. The characteristic of such
events was an anomalous drop in the mean surface height by
several meters over a period of approximately 30 s. These
surface-masking events occurred,1% of the period, and
were excluded from the analysis through manual data inspec-
tion.

By remapping the volume scatter profile to align with
the detected surface, longer surface wave displacements can
be removed. This allows averaging of data records and dis-
play in depth vs time coordinates, as shown in Fig. 3. This
2-h echogram is typical of the stronger bubble plume pen-
etration events observed with this IES, but it is not extreme.
The echogram shows a large number of individual bubble
plumesextending to depths of 5 to 20 m, separated by re-
gions of lower backscatter~herein callednull zones! which
sometimes extend to within 1 to 2 m of thesurface. The
volume scatter strength generally decreases with increasing
depth within each plume, with largerSv levels (usually
.230 dB re: 1 m21) in the uppermost meter. Typically 10

FIG. 2. Comparison of temperature and salinity vs
depth profiles at Ocean Station Papa. Data for 1996
were taken during the IES deployment and recovery
cruises. The climatological means were derived from
weather-ship data~1958–86! and repeat oceanographic
ship visits. Data courtesy Dr. H. Freeland at the Institute
of Ocean Sciences.

FIG. 3. Volume scatter strength vs depth and time
echogram starting 0600UT 7 March 1996. Depth pro-
files are referenced to the detected surface height within
each record~3 s!, then averaged over five records.Sv
data are not corrected for bubble extinction.
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to 40 plumes per hour are observed, with duration in the
beam of between 20 to 90 s. Note that the duration in beam
is a function of both the horizontal size of the plumes and the
horizontal near-surface current. Unfortunately, this simple
IES had no current measuring capability, nor was there any
other current meter in the surface mixed layer; thus, it is not
possible to extract true horizontal plume dimensions. A
rough estimate can be made by assuming a near-surface cur-
rent of 20 cm•s21 and assuming the plumes are much wider
than the IES beam, in which case the horizontal dimension of
these plumes is roughly 4 to 18 m.

Figure 4 examines a specific~yet not extraordinary!
bubble plume event, comparing volume scatter strength pro-
files from the center of a plume and its adjacent null zone
taken near minute 28 in Fig. 3. Note the symmetry of the
three profiles around a point 37 cm above the specified sur-
face. This is the mirror-image property referred to earlier.
The null zone exhibits scattering only slightly above the
noise threshold~showing sporadic echoes from meso-
zooplankton! to within 5 m of thesurface, where it rapidly
increases to the clipping limit. Conversely, the plume profile
shows a measurable scattering level to 30-m depth and an
approximately linear increase~in decibels! towards the sur-
face. The contrast in backscatter level between the plume and
null zone profile reaches up to 40 dB. The linear variation in
decibels is equivalent to an exponential variation in back-
scatter cross-section, i.e.,

sv~z!5sv~0!exp@2z/d#, ~3!

wherez is depth~positive downwards! andd is the e-folding
depth scale. The best-fit line to the plume profile in Fig. 4 has
sv(0)51.1531023 m21 andd52.54 m, with the coefficient
of correlation50.993. The 1-h averaged profile lies roughly
midway between the plume and void zone profiles, and falls
to near the noise threshold below 13-m depth. ForSv
.260 dB a linear fit to the 1-h averaged profile hassv(0)
51.9831023 m21 andd51.39 m.

To quantify thebubble penetration depth, a threshold of
Sv5250 dB (re: 1 m21) was used to define the bottom of
the bubble layer. This threshold effectively separated bubble
and zooplankton scattering contributions, at the cost of trun-
cating the more tenuous portions of the plumes. As will be
shown in the next section, at scattering levels below250 dB
the acoustic extinction due to bubbles is minimal and the
total void fraction (,231029) is negligible. The bubble
penetration depth and e-folding scale~fitted tosv vs depth as
above! were then calculated for each 3-s data record in the
entire data set. From this database, a wide variety of statistics
on the bubble plumes was extracted. The basic distribution of
bubble penetration depths is shown in Fig. 5. These data
were taken from a 3-day period where the bubble penetration
depth statistics were reasonably constant. Specifically, the
stationarity of this data period was examined by looking at
trends and variance in bubble plume parameters~mean, stan-
dard deviation, and skewness of bubble penetration depth,
and e-folding scale! within 2-h blocks. Trends in and vari-
ance of the parameters were all,10%. The overall bubble
penetration depth distribution is positively skewed~coeffi-
cient of skewness50.73) and is consistent with a log-normal
distribution ~reduced chi-squared50.18).

Overall, the bubble layer shows an interesting inverse
relation between the bubble densities and e-folding depth
scales, as shown by Fig. 6. In this case the extrapolated
sv(0) is taken as a proxy for bubble density~as will be
shown later, it is directly proportional!. The extrapolated
sv(0) values are truncated at 10 m21, as this corresponds to
a void fraction near 231023, comparable to densities found
under breaking waves. The figure shows that deeper plumes
tend to be associated with low surface bubble densities,
whereas the higher bubble densities have much shorter
e-folding scales. Extreme bubble densities (sv(0)
.1.0 m21) are rare, occurring in less than 1% of this data
set, and they are generally associated with e-folding depth
scales,0.6 m. The overall meansv(0) and e-folding scales
for this period are 0.23 m21 and 0.60 m, respectively.

FIG. 4. Comparison of volume scatter strength versus depth profiles for a
bubble plume and null zone near 0628UT 7 March~near minute 28 in Fig.
3!. Plume and null zone profiles averaged over ten records, compared to 1-h
~1200 record! average. Mean surface height is 43.2 m, used as origin of
depth scale. Noise and A/D clipping limits indicated with dotted lines.

FIG. 5. Probability density of bubble penetration depth in 3-s records taken
from a 3-day period starting 1200UT 24 March 1996. Distribution has
mean52.96 m, standard deviation51.41 m, and maximum value
510.55 m. Best-fit log-normal distribution plotted for comparison.
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For further analysis, the 81-day time series was broken
into 2-h blocks. This period was chosen to give a significant
number of bubble plumes per block yet be short relative to
changes in surface wind and wave conditions. Individual
bubble plumeswere identified as those events where the
bubble penetration depth exceeded the mean plus 1 standard
deviation. For each plume so identified, the maximum pen-
etration ~hereafter called plume depth!, duration, and
e-folding scale at the time of maximum penetration were
then extracted. Figure 7 shows the resulting time series of
average plume depth, maximum plume depth, and average
bubble penetration depth within each 2-h block spanning the
entire data set. As indicated by these bubble plume measures,
these data cover a variety of wind and wave conditions.
There is some similarity between the bubble plume activity
and the surface winds and waves shown in Fig. 1, for ex-
ample with peaks near year days 95, 104, and 120 and calm
periods during year days 82–92 and 121–131. But, there are

significant differences, as should be expected for two loca-
tions 650 km apart. Also common to both the bubble plume
and surface winds and wave data is the lack of any discern-
ible seasonal trend.

Figure 7 shows that measurable bubble plume activity is
present throughout the majority of this 81-day data set.
Looking at the data as a whole, the averaged bubble penetra-
tion and plume depths were 2.44 and 6.72 m, respectively.
Significantbubble plume activity, defined as where the aver-
age plume depth exceeded 3 m, occurred during 61% of this
81-day operating period. The average plume depth exceeded
10 m during 3.5% of this period. The maximum plume depth
recorded was 25.0 m on year day 94.8~3 April!. Figure 7
also shows that there is a clear proportionality between the
average bubble penetration depth and the average and maxi-
mum bubbleplumedepths over the entire data set. Addition-
ally, the average and maximum bubble plume depths within
all the 2-h blocks were highly correlated~correlation coeffi-
cient r 250.97). This proportionality between plume depth
measures suggests that the log-normal distribution function
~i.e. Fig. 5! is generally applicable over the entire observa-
tion period.

The e-folding depth scale within each bubble plume
were also related to the average bubble plume depth, as
shown in Fig. 8. The best~highest correlation coefficient!-fit
relation between these variables was parabolic, with a rea-
sonably good fit for average bubble plume depths up to
roughly 8 m, but with increasing scatter for larger plume
depths. These e-folding depth scales are similar to time-
averaged values of 0.7 to 1.5 m reported by Crawford and
Farmer~1987!.

Finally, as shown in Fig. 9 the plume duration generally
increased with plume depth, but there was much scatter. No
reasonable polynomial fit to these data could be found. Thea
priori expectation was that duration would be related to the
depth parameters for plumes of similar shape; i.e., that
deeper plumes would also be wider. A major contributor to
this lack of correlation is the variation in near-surface cur-

FIG. 6. Relation between extrapolated surface volumetric scattering cross
section and e-folding depth scale using data from a 3-day period starting
1200UT 24 March 1996~same period as Fig. 5!.

FIG. 7. Time series of average and maximum plume depths and average
bubble penetration depth in 2-h blocks spanning year days 61 to 140~1
March to 19 May!, 1996.

FIG. 8. Relation between averaged bubble plume duration and average
bubble plume depth, using data from 936 2-h blocks spanning year days 61
to 141. Least squares fit parabola parameters shown in figure label, with
correlation coefficient50.935.
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rent, which is expected to vary from 5 to 40 cm•s21 ~Dahl
and Jessup, 1995 observed 10 cm•s21, Thorpe and Hall,
1983 reported 30 cm•s21), but need not be related to the
local surface wind and wave forcing that drives the bubble
penetration. Without simultaneous measurements of the near-
surface currents, little more can be concluded from the mea-
sured bubble plume duration.

IV. IMPLICATIONS FOR HIGH-FREQUENCY SONAR
PERFORMANCE

To proceed from these 200-kHz IES backscatter mea-
surements to more general sonar performance predictions, a
form for the bubble-size distribution must be determined.
Near-equilibrium oceanic microbubbles have a density vs
size spectrumn(a), wherea is radius~normalized to 1-mm
radius bin!, typically spanning 10 to 400mm in radius. Fig-
ure 10 shows a comparison of measured bubble-size spectra
in the open ocean near 0.5-m depth at wind speeds of
12 m•s21. These size spectra decrease rapidly from peaks
near 20- to 50-mm radius~Johnson and Cooke, 1979; Med-
win and Breitz, 1989; Vagle and Farmer, 1992, 1998; Farmer
et al., 1998!, although the exact form is highly variable and
dependent on the interplay of processes such as bubble dis-
solution, buoyancy, turbulence, fractionation, and coales-
cence~Thorpe, 1982; Garrettet al., 2000!. Early work with
photographic and acoustic techniques~reviewed by Wu,
1988! were matched~in a time-averaged sense! by a power-
law dependence on bubble radius, with exponent near24.4.
However, other studies have shown a variety of different
bubble spectral shapes under different conditions. For ex-
ample, Medwin and Breitz~1989! found a power-law expo-
nent of22.7 for larger bubbles (a.100mm) directly under
(,25 cm below! breaking waves, suggestive that the
breaking-wavesource spectrumcontains a greater proportion
of large bubbles than longer period averages at greater depth
reported by others. Breaking-wave events are highly tran-
sient and spatially localized, whereas for the deeper bubble
plume penetration events under consideration here the size

spectra have time to reach equilibrium. Recent measure-
ments with broadband~5 to 200 kHz! acoustic resonator de-
vices ~Vagle and Farmer, 1998; Farmeret al., 1998; Garrett
et al., 2000! show size-spectral variations closer to exponen-
tial in radius. For example, in Fig. 10 a linear regression~in
log-density versus linear radius! to the Vagle–Farmer data
from the open Pacific is well-fit (r 520.998) by the relation

n~a!51.63105 exp@2a/34 mm#

~re: 1 mm bin! for a.20 mm. ~4!

The acoustic resonator measurements generally show higher
densities of smaller bubbles (a,50mm), presumably high-
lighting measurement limitations in the older photographic
techniques. These high densities of smaller bubbles have
been confirmed with coincident inverted echo-sounder mea-
surements at 200 and 400 kHz~Vagle and Farmer, 1998!.
Since these smaller bubbles are important to HF sonar per-
formance, and the older power-law models are limited in
accounting for smaller bubbles, the Vagle–Farmer model
@i.e., of the form in Eq.~4!# will be used.

Most previous HF acoustic reverberation models have
assumed a horizontally uniform bubble layer, with a vertical
exponential depth scale and surface bubble density depen-
dent only on wind speed~e.g., Hall, 1989; Dahlet al., 1997;
Dahl, 2003!. However, the IES measurements discussed here
clearly show that the bubble concentrations and e-folding
depth scales are temporally and spatially variable. The model
proposed here keeps the Farmer–Vagle size-spectral shape
and an exponential decay with depth, but uses a surface
bubble density,n0 , and e-folding depth,d, parameters ex-
tracted from the IES data on a per record~3-s! basis. The
observed temporal variations inn0 and d can then be con-
verted to spatial variations by assuming a uniform horizontal
current ~i.e., equivalent to Taylor’s hypothesis!. Thus, the
model must expressly allow for horizontal variations in
bubble parameters and generally include variable source and
target locations.

FIG. 9. Relation between averaged bubble plume duration and average
bubble plume depth, using date from 936 2-h blocks spanning year days 61
to 141.

FIG. 10. Comparison of measured oceanic bubble size spectra for wind
speeds near 12 m•s21, selected from or extrapolated to depths<0.5 m.
Averaging times as noted. Johnson and Cooke used a photographic tech-
nique, while the others are based on acoustic resonator devices. Hall’s model
is based on Johnson and Cooke data.
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Using well-known models for bubble scattering~e.g.,
following Medwin and Clay, 1998!, theextinctionandback-
scatteringcross section per unit volume,se( f ) and sv( f )
~units of m21), can be calculated as integrals over the prod-
uct of the bubble-size spectra with the acoustic scattering
cross section for a single bubble, i.e.,

se~ f ,z!5E
0

` 4pa2d~kRa!21

@~ f R / f !221#21d2 n~a,z!da, ~5!

and

sv~ f ,z!5E
0

` a2

@~ f R / f !221#21d2 n~a,z!da, ~6!

whered is the bubble total damping constant~dependent on
a and f , see Medwin and Clay, 1998 for evaluation! andkR

is the acoustic wave number at the resonant frequency. The
relationship between frequency and bubble size at resonance
is given by

f R5~2paR!21A3gP0 /rw, ~7!

whereP0 is the static pressure on the bubble,g is the ratio of
specific heats at constant pressure and volume of the en-
closed gas (51.4 for air!, andrw is the density of the sur-
rounding water. For example, with a 200-kHz sonar at 1-m
depth, the resonant bubble radius is 17mm. For HF sonars
both the resonant and nonresonant scattering regimes are im-
portant; thus, the limits for numerical integration of Eqs.~5!
and ~6! are taken as 1 and 500mm. The extinction cross
section determines the extra transmission loss, TLbub ~in dB!,
for acoustic signals propagating through a bubbly region,
i.e.,

TLbub~ f ,z!54.34E
path

se~ f ,z!dl, ~8!

wherel is the distance along the acoustic path. This loss term
will be significant for the long, near-horizontal paths through
the denser portions of the bubble plumes. As mentioned ear-
lier, this extinction correction should have been applied to
the measuredSv(z) from the IES. However, this turned out
to be unnecessary because of the A/D clipping limit and the
much shorter vertical path lengths. For the bubble penetra-
tion threshold ofSv5250 dB the extinction cross section
lies near 431024 m21 (1.531023 dB•m21), which is less
than the seawater absorption for an HF sonar.

In the case of a single frequency and with a specific
bubble size-spectral shape, the integrals in Eqs.~5! and ~6!
can be evaluated to produce relations betweense(z), sv(z),
andn0(z). For example, at 200 kHz the ratio ofsv to n0 at
the surface is 9.213106 m22 ~re: 1 mm bin!. Conversion of
the 200-kHz IES data ton0 then allows bubble backscatter
and extinction calculations to be performed at other frequen-
cies. Of direct relevance to HF sonar performance is that the
ratio of se(z) to sv(z) is both depth- and frequency depen-
dent, as shown in Fig. 11. For 200 kHz this ratio lies in the
range 25 to 40, and approaches 80 for frequencies near 50
kHz. Clearly, sonars operating at 200 kHz and higher will be

less susceptible to bubble extinction losses than those near
50 kHz. A related parameter that can be derived fromn0 is
the total void fraction, VF, defined

VF5E
0

` 4

3
pa3n~a!da. ~9!

Thus, through manipulations of Eqs.~4!–~6! and ~9!, mea-
surements ofsv(z) can be converted to VF for given bubble
densities. For example, at 5-m depth, the bubble penetration
threshold of250 dB at 200 kHz corresponds to a VF of
2.231029, and the IES clipping limit of228 dB corre-
sponds to a VF of 331027. These VF are negligible com-
pared to values of order 1 to 10% found under breaking
waves~Lamarre and Melville, 1994!, and nearly 2 orders of
magnitude less than the upper VF limit of 131025 recom-
mended for sonar backscatter measurements~Vagle and
Farmer, 1998!.

These general expressions for bubble scattering and ex-
tinction can be adapted for the case of near horizontal sonar
performance in near-surface bubble layer. The backscatter
target strength, TS~dB re: 1 m2), as a function of distance,
x, for a vertical slice through the bubble layer is given by a
depth integral ofsv( f ,x,z) multiplied by the insonified hori-
zontal area, i.e.,

TS510 log10F1

2
ctxwE

0

h

sv~ f ,x,z!dzG , ~10!

wherec is the sound speed,t is the pulse length,w is the
transducer horizontal beamwidth~to 23 dB, in radians!, and
h is an effective bubble layer depth~the above assumesx
@h so that r'x). However, for near-horizontal paths the
distance through the bubble layer is relatively long, so that
the bubble extinction now becomes significant. In this model
contributions from surface-reflected paths are assumed neg-
ligible because of the large bubble extinction losses encoun-
tered within the uppermost meter. The horizontal and vertical
variations ofsv , se , and sonar beam pattern must be in-
cluded together in the calculation of the total target strength

FIG. 11. Depth dependence of ratio between volumetric extinction and
backscatter cross sections for bubbles as a function of sonar frequency.
Calculations use Eqs.~5!–~7! assuming bubble size-spectral shape as given
by Eq. ~4!.
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of the bubble layer at any given range. This is done by com-
bining several terms of the sonar equation into a vertical
integral of the form

TS2TLbub2BDL~u!510 log10@s#,

where

s5
1

2
ctxwE

0

`

sv~x,z!D~u!expF22E
path

se~x,z!dlGdz,

~11!

where BDL~u! is the two-way beam deviation loss vs angleu
from the transducer axis, evaluated as a function of range
and depth given the sonar geometry. In the absence of par-
ticular beam-pattern measurements, for the purposes of this
modeling study the vertical beam pattern is assumed to fol-
low the standard line-source relation, i.e.,

BDL~u!510 log10@D~u!#,

where D~u!5F sin~ 1
2 kLT sin~u!!

1
2 kLT sin~u!

G 4

, ~12!

wherek is the acoustic wave number andLT is the trans-
ducer vertical dimension. In Eq.~11! the bubble backscatter
contribution will be larger near the surface, but this is bal-
anced by much stronger extinction for the near-surface paths,
such that significant reverberation contributions come from a
region from the surface extending down 1 to 2 e-folding
depths, depending on grazing angle. The sonar equation is
then used to convert theapparentTS in Eq.~11! to received
reverberation level, RL, i.e.,

RL~r !5SL110 log10@s#240 log10@r #22•a•r , ~13!

where SL is the sonar source level.
An alternate formulation for bubble layer reverberation

based on a semiempirical approach is advocated by Dahl
et al. ~1997! and Dahl~2003!. This model features a horizon-
tally uniform bubble layer, incoherent summation of direct
and surface-reflected multipaths, a resonant bubble scattering
approximation, and includes both backscatter and extinction
effects. For this Dahl model the target strength and bubble
transmission loss terms become

TS1TLbub510 log10F1

2
ctxw

sinf

8p

d r

dR

3~118b exp~22b!2exp~24b!!G , ~14!

whereb5bv /sinf, f is the acoustic grazing angle,d r is the
bubble damping due to reradiation at resonance
(50.0136), dR is the total damping constant at resonance,
and the quantitybv is related to the depth-integrated density
of resonant-sized bubbles. Dahlet al. ~1997! suggest an ap-
proximationdR50.002 55• f 1/3. Note that in the case ofbv
>1 and f,30°, this relation reduces to a sinf grazing-
angle dependence and becomes independent of bubble den-
sity. This so-calledsaturation effecthas been observed pre-
viously ~Nützel et al., 1994; Dahl et al., 1997!. The bv
parameter has been estimated from a large set of surface

scattering data as a function of frequency (f , kHz! and wind
speed at 10-m height (U, m•s21), with result

log10bv526.4510.47•U10.85• log10@ f #. ~15!

On the basis of comparisons with field data, this Dahl model
is considered accurate between 10 and 100 kHz and grazing
angles from approximately 2° – 45° where bubble back-
scattering dominates~see Dahl, 2003 for a more detailed
description of the source data!.

To proceed further with the modeling some generic so-
nar operating parameters and geometry must be assigned.
Perhaps the most demanding and structure-sensitive applica-
tion is that of an HF obstacle avoidance sonar oriented near-
horizontally to search for a near-surface object~perhaps a
whale or floating mine!. Clearly, the detailed sonar perfor-
mance results will be dependent on the sonar, mounting ge-
ometry, and target parameters chosen. By choosing typical
sonar parameters and applying them equally to both horizon-
tally uniform and bubble plume cases, a realistic assessment
of the importance of the bubble plume structures should
emerge. The HF sonar is modeled with a 1° horizontal by
30° vertical beam pattern oriented horizontally from a depth
of 5 m ~as from the bow of a vessel!. The transmit source
level is taken as 210 dB~re: 1 mPa at 1 m! with a pulse
length t5500ms. The integrals in Eq.~11! were evaluated
from 0 to 20-m depth withdz50.2 m, and from 10 to 300-m
horizontal range withdx51.0. In this geometry the grazing
angles vary from about 27° at close range to 1° at the maxi-
mum range.

Clearly, the modeled sonar performance will be depen-
dent on the bubble parameters chosen. As a realistic first step
bubble data were chosen from a period ofaveragebubble
activity ~specifically a period where the bubble penetration
and plume depths were close to the 81-day averages!. Thus,
data from the period 1730-1830UT 24 March~near year day
84.7! were chosen, which is a subset of the data used in Figs.
5 and 6. The horizontally uniform bubblelayer case was
generated using the surface bubble density and e-folding
depth parameters extracted from the 1-h averaged profile.
The spatially varying bubbleplumecase was generated using
the measuredn0 and d values from individual 3-s records
from the same period, converted to horizontal distance using
a current magnitude of 20 cm•s21. Reverberation vs range
curves from 20 separate bubble-plume realizations~‘‘pings’’ !
were calculated, each with start time advanced by 50 records
~150 s! relative to the previous. Finally, a 20-ping reverbera-
tion average was calculated.

In all these models the complicating effects of surface
waves and near-surface sound-speed stratification are pur-
posely ignored. This is not because such effects are insignifi-
cant, but rather for the purposes of contrasting the effects of
bubble spatial structures against horizontally uniform mod-
els, the inclusion of these effects would unnecessarily com-
plicate the picture. Clearly, the focusing and shadowing ef-
fects due to surface waves will be significant, as shown by
Norton et al. ~1998!; however, the corrections would be the
same for both cases~uniform layer vs plumes!. Under the
moderate to strong wave-breaking and bubble injection con-
ditions observed herein, thermo-haline stratification can be
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ignored because the near-surface~upper 10 to 20 m! waters
are typically well-mixed. However, the bubble plumes them-
selves have the potential to induce significant sound-speed
changes. Using models outlined in Medwin and Clay~1998!,
the observed bubble densities~the parametern0 reached up-
wards of 13106 m-3 in 1-mm bin! predict sound-speed
anomalies at the ocean surface of up to150 m•s21 at 100
kHz, decreasing asymptotically at higher frequencies and de-
creasing exponentially with depth. Clearly, this will induce
significant but localized downward refraction, which will
greatly complicate predictions within the upper meter. How-
ever, these near-surface paths are subject to large bubble ex-
tinction losses and thus may only make minor contributions
to the total scattering. In principle, the effects of surface
waves and sound-speed anomalies could be incorporated into
the above model by replacing straight-line paths with ray-
tracing results.

Figure 12 shows the comparison of predicted reverbera-
tion levels at 100 kHz, along with the Dahl reverberation
prediction using U57.4 m•s21(bv50.054 at 100 kHz!.
First, note the agreement between the Dahl prediction and
the horizontally uniform layer case, lending confidence in the
accuracy of the bubble reverberation model outlined herein.
Additionally, the 20-ping averaged plume reverberation is in
close agreement with the horizontally uniform prediction
~based on a 1-h averaged profile!, providing a useful consis-
tency check. Thus, the importance of the bubble plumes boils
down to significant differences between thesingle-pingand
~temporally or spatially! averaged results. Figure 12 shows
one arbitrarily chosen ping. Although the overall range de-
pendence of thesingle-ping plume reverberation curve is
similar to the horizontally uniform cases, there are large
range variations that correlate strongly with the bubble
plume structures. In particular, the modeled reverberation
near plume maxima is typically 3 to 8 dB higher than pre-
dicted by the horizontally uniform models, whereas within
the null zones, where there is strong acoustic shadowing, the
plume-case reverberation drops by up to roughly 20 dB.
Moreover, the excursions in reverberation level increase with
horizontal range, due to the decreasing grazing angle allow-

ing greater shadowing effects. These variations are impor-
tant, as they imply the visibility of a target on a single-ping
basis will be strongly dependent on its location relative to the
bubble plumes. In many instances the bubble reverberation
level is much better~lower! than predicted by horizontally
uniform models; however, reverberation is only one part of
sonar performance.

Figure 13 shows a comparison between the horizontally
uniform and plume cases of the signal excess~i.e., target
echo strength minus reverberation level! for an object with
TS5215 dB located at 1.0-m depth at the given horizontal
range. Signal excess is a useful quantifier of target detectabil-
ity, combining the effects of reverberation and bubble extinc-
tion loss along the path to the target. This TS is a generic
value for objects like seamines, dense fish schools, or small
whales. Clearly, although the overall range dependence is
similar, the single-ping plume results show important range-
dependent features at all three frequencies. For example,
within the 7-m-deep plume and its accompanying shadow
region near 120-m range, the signal excess drops to below
zero for the 50- and 100-kHz results and drops by roughly 20
dB in the 200-kHz case. This dropout is due to high extinc-
tion loss within the plume, with~in this particular example!
the one-way bubble extinction loss to a target at 130-m range
~and 1-m depth! being 5.8, 25.0, and 71.9 dB for the 200-,
100-, and 50-kHz sonars, respectively. Conversely, at some
ranges the signal excess is higher than predicted by the hori-
zontally uniform model. For example, the horizontally uni-
form model indicates that a 50-kHz sonar would be ineffec-
tive beyond 120-m range; however~in this particular
example!, the individual ping prediction shows a window of
detectability at 230–280 m. Clearly, the details of the signal-
excess anomalies will change from ping-to-ping. The 200-
kHz sonar is clearly less susceptible to the effects induced by
bubble plume structures, which is a consequence of the rela-
tively lower bubble extinction loss at higher frequencies~see
Fig. 11!.

Finally, the model calculations were repeated for more
intense~but not extreme! oceanic bubble conditions, such as

FIG. 12. Comparison between horizontally uniform
bubblelayer andplumereverberation models as a func-
tion of range. Models calculated for a 100-kHz sonar at
5-m depth using a horizontally oriented 1° horizontal
by 30° vertical beam. Horizontally uniform layer result
based on 1-h averaged profile 1730-1830UT 24 March,
hence usingn0510 680 per m3 andd50.67 m. Bubble
plume model based on Eqs.~3!–~13! with n0 ,d ex-
tracted from 3-s IES data records over the same time
period, converted to horizontal range using current
520 cm•s21. Upper panel shows bubble penetration
depth data corresponding to the single ping. Dahl model
@Eqs.~14! and ~15!# evaluated usingU57.4 m•s21.
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from the period examined in Figs. 3 and 4~0600-0700UT 7
March 1996!. In this case the average bubble penetration and
plume depth~4.59 and 7.78 m, respectively! were roughly
1.8 times those in the previous example, with bubble plumes
~on average! now extending below the sonar depth. A com-
parison between horizontally uniform and single-ping pre-
dictions at 100 and 200 kHz is shown in Fig. 14. Qualita-
tively the results are similar to the previous simulation, but
with stronger bubble-plume shadowing dropouts in the rever-
beration curve~now up to roughly 50 dB in the 100-kHz
reverberation! and stronger range-dependent anomalies in

the signal-excess prediction. Note that the 200-kHz rever-
beration curve is similar in level and structure to that at 100
kHz, especially near the peaks, but the reverberation drop-
outs in plume shadows are less pronounced at 200 kHz. Al-
though there are only minor differences in reverberation at
the two frequencies, the 200-kHz sonar offers significantly
greater detection range in both the single-ping and horizon-
tally uniform predictions. However, on a single-ping basis
there is still significant spatial variation in the signal excess,
with both positive and negative anomalies.

FIG. 13. Comparison of signal excess~echo strength
minus reverberation level! versus range for a215-dB
(re: 1 m2) target located at 1.0-m depth, at three differ-
ent operating frequencies. Dashed lines are predictions
for horizontally uniform layer and solid lines are for
single-ping bubble plume case. Sonar geometry and
bubble parameters are the same as in Fig. 12.

FIG. 14. Comparison between hori-
zontally uniform and single-ping pre-
dictions of reverberation level and sig-
nal excess at 100 and 200 kHz, for
bubble conditions found at 0600-
0700UT 7 March 1996. Horizontally
uniform model based on 1-h averaged
sv(z) profile from Fig. 3, hence using
n0518 230 per m3 and d51.39 m.
Single-ping plume model based on
Eqs. ~3!–~13! with n0 ,d extracted
from 3-s IES data records within the
same time period, converted to hori-
zontal range using current520 cm
•s21. Upper panel shows bubble pen-
etration depth data corresponding to
the single ping.
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V. SUMMARY DISCUSSIONS

Bubble plumes were consistently observed with a 200-
kHz IES in the near-surface ocean, with typical penetration
depths from 2 to 15 m and maximum penetrations up to 25
m. Generally, the deeper portions of these bubble plumes
were rather tenuous in terms of bubble densities, with corre-
sponding volumetric backscatter strengths in the range260
to 230 dB (re: 1 m21) and void fractions in the range
10210 to 1027. However, the acoustic contrast between
bubble plume and null zone HF backscatter at vertical inci-
dence was observed to reach up to 40 dB. Within the near-
surface bubble layers, including the plumes and at least up to
medium bubble densities (Sv<228 dB re: 1 m21, the limit
of IES measurement!, the bubble backscatter cross section
was observed to decrease exponentially with depth, with
e-folding scales from roughly 0.2 to 3.0 m. These depth pa-
rameters varied rapidly in time~and presumably in spatial
dimension! as the bubble plumes moved in and out of the
IES beam. The e-folding depth scale was observed to be
highly correlated with the square of the bubble penetration
depth, and inversely related to the surface bubble density.
The observed bubble plume duration was in the range 20–90
s, generally increasing with average plume depth. However,
no consistent relation between plume duration and bubble
depth scales could be found as the duration was also con-
trolled by near-surface currents, which were not measured in
this field trial. Significant bubble penetrations, i.e., with av-
erage plume depth greater than 3 m, occurred over 61% of
this late-winter to spring period. This depth is significant as it
is below the reach of direct breaking-wave injection, which
is generally confined to the upper meter~Lamarre and
Melville, 1994!, and thus other mechanisms~turbulence,
convection, Langmuir circulation! must be responsible for
this deeper advection. Under conditions with relatively con-
stant bubble activity over a 3-day period, the penetration
depths were shown to follow a log-normal distribution.
Moreover, the consistency over the entire 81-day data set
between measures such as average and maximum penetration
depth and e-folding depth scale suggests that this distribution
is more generally applicable.

This particular IES instrument and experimental setup
had several shortcomings which placed restrictions on the
data analysis. The relatively high gain and limited dynamic
range~48 dB! of the echo-sounder resulted in A/D clipping
of the denser portions of the bubble layer toSv(z)
,228 dB (re: 1 m21). Using modern electronics this could
be improved through the use of 12- or 16-bit A/D converter
electronics. With more appropriate gain settings backscatter
measurements up toSv(z)'210 dB ~void fraction up to
1025) should be possible with improved resolution of the
ocean surface echo. Furthermore, with modern digital stor-
age hardware it should be possible to record individual 1-s
ping data rather than 3-s averages, which would allow tighter
measurement of shorter surface waves. One significant limi-
tation in the overall data collection was the lack of surface
wind and wave monitoring at the IES mooring location. In
this particular 1996 deployment it was considered too diffi-
cult and expensive to install a surface buoy on the mooring.
The lack of colocated surface meteorology prevented any

analysis of the relationships between bubble penetration and
parameters such as surface wind, wave height, and atmo-
spheric boundary-layer stability. Additionally, the lack of any
near-surface current measurement prevented any direct as-
sessment of the bubble plume horizontal scales. This could
be remedied in several ways, either with a current meter on a
surface buoy, or through acoustic observation of the near-
surface bubble advection using two orthogonal sidescan so-
nars~as in Thorpe and Hall, 1983! from the IES instrument
package.

While similar observations of bubbles in plume-like
structures in the near-surface ocean have been reported pre-
viously, the significance of these structures for HF sonar per-
formance has been generally overlooked~at least in the open
literature!. Considerable work has been performed in the
measurement and modeling of HF surface reverberation at
low grazing angles~e.g., Nützel et al., 1994; Dahlet al.,
1997; Dahl, 2003!, with the general goal of predicting the
~temporally or spatially! averaged reverberation level vs
grazing angle and wind speed. In this study a simple model
for bubble-induced reverberation using time-averaged bubble
density profiles was able to match closely the previous model
results~i.e., Fig. 12!. This agreement is remarkable given the
differences in modeling assumptions; specifically, the Dahl
model used a resonant bubble approximation and a coherent
summation of direct and surface-reflected paths, whereas Eq.
~11! used a single direct path and included nonresonant
bubble scattering contributions. Additionally, ping-averaged
reverberation and target signal-excess predictions derived
from actual bubble plume structures matched the predictions
based on horizontally uniform bubble density profiles. This
suggests that theaveragesonar performance can be realisti-
cally predicted using horizontally uniform models. However,
it should be noted that active sonar detection occurs in the
context of the actual, not time-averaged bubble spatial struc-
tures, and that the performance on any given ping will be
significantly different from the spatially- or temporally aver-
aged predictions.

A generic HF sonar and target geometry was devised
that was both realistic and strongly sensitive to the presence
of near-surface bubbles. When the observed bubble plume
structures were used, important deviations insingle-pingre-
verberation level and target signal excess were found. For
example, with a forward-looking 100-kHz sonar at 5-m
depth under average bubble conditions, the predicted varia-
tions in bubble plume reverberation level varied from18 to
230 dB relative to the horizontally uniform predictions. The
reverberation peaks were coincident with the bubble plumes,
and reverberation dropouts occurred in shadow zones behind
the plumes. Under stronger bubble penetration conditions
~mean plume depths near 8 m!, the reverberation dropouts
were even stronger~exceeding 40 dB!. As these reverbera-
tion curves provide a background for target detection, this
suggests that target visibility, even for targets below the
bubble plumes, will be sensitive to the location of the target
relative to the bubble plume structures. When the effects of
bubble extinction loss are included for near-surface targets,
the situation becomes even more complicated. In the case of
a target at 1-m depth, anomalies up to630 dB were found in
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single-ping target signal excess with respect to horizontally
uniform predictions. In this context, a potentially fruitful av-
enue for further work is to assess the probabilities of detec-
tion and false alarm that might be induced by such bubble
plume structures. The reader should note that this particular
sonar geometry was chosen to highlight the impacts of
bubble plume structures, and thus represents a somewhat ex-
treme case. The anomalies in reverberation and signal excess
diminish as the sonar and/or target move to greater depth.

Another important result from the modeling was im-
proved performance in the presence of bubbles at higher so-
nar frequencies~e.g., 200–400 kHz!. Both horizontally uni-
form and single-ping predictions showed higher signal
excess to greater range for 200 kHz versus the 50- and 100-
kHz results. For example under the average bubble condi-
tions examined in Figs. 12 and 13, the predicted range for
target detectability~based on a criterion of positive signal
excess in the horizontally uniform models! was 115 m for the
50-kHz sonar as compared to 300 m or more for the 100- and
200-kHz sonars. The reason for this is a lower susceptibility
to bubble-mediated extinction losses at frequencies above
100 kHz ~see Fig. 11!, accentuated at these small grazing
angles by the relative long paths through the denser portions
of the bubble plumes.
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High-frequency acoustic scattering from turbulent oceanic
microstructure: The importance of density fluctuations
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Acoustic scattering techniques provide a unique and powerful tool to remotely investigate the
physical properties of the ocean interior over large spatial and temporal scales. With high-frequency
acoustic scattering it is possible to probe physical processes that occur at the microstructure scale,
spanning submillimeter to centimeter scale processes. An acoustic scattering model for turbulent
oceanic microstructure is presented in which the current theory, which only accounts for fluctuations
in the sound speed, has been extended to include fluctuations in the density as well. The inclusion
of density fluctuations results in an expression for the scattering cross section per unit volume,sv ,
that is explicitly dependent on the scattering angle. By relating the variability in the density and
sound speed to random fluctuations in oceanic temperature and salinity,sv has been expressed in
terms of the temperature and salinity wave number spectra, and the temperature-salinity
co-spectrum. A Batchelor spectrum for temperature and salinity, which depends on parameters such
as the dissipation rates of turbulent kinetic energy and temperature variance, has been used to
evaluatesv . Two models for the temperature-salinity co-spectrum have also been used. The
predictions indicate that fluctuations in the density could be as important in determining
backscattering as fluctuations in the sound speed. Using data obtained in the ocean with a high
resolution vertical microstructure profiler, it is predicted that scattering from oceanic microstructure
can be as strong as scattering from zooplankton. ©2003 Acoustical Society of America.
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I. INTRODUCTION

High-frequency acoustic scattering techniques are com-
monly used to obtain highly informative, though often quali-
tative, images of the biological and physical processes that
occur in the ocean interior. For example, these techniques
have been applied, with varying success, to the assessment of
the distribution of zooplankton and fish~Holliday and Pieper,
1995; Medwin and Clay, 1998!. It is also common to observe
high-frequency acoustic scattering images of internal waves
~Proni and Apel, 1975; Hauryet al., 1979; Farmer and
Smith, 1979; Sandstromet al., 1989; Trevorrow, 1998;
Farmer and Armi, 1999; Orret al., 2000!. However, the ex-
act interpretation of the scattering images in terms of a
physical or biological process remains poorly understood. It
is possible that the scattering arises from turbulent micro-
structure created by breaking internal waves, biological or-
ganisms or other particulates acting as passive tracers of the
different physical processes, or, as is most likely, a combina-
tion of these processes.

In this paper we focus on the scattering of sound from
turbulent oceanic microstructure. There is a significant body
of evidence suggesting that high-frequency acoustic scatter-
ing from oceanic microstructure can be as strong as that due
to zooplankton~Munk and Garrett, 1973; Proni and Apel,
1975; Goodman and Kemp, 1981; Thorpe and Brubaker,
1983; Goodman, 1990; Seimet al., 1995; Seim, 1999!. This
observation has led to an interest in the possibility of using

acoustic scattering techniques to remotely infer physical
properties of the scattering medium. Such measurements
could be valuable, for example, for the remote determination
of fundamental ocean mixing parameters. The smallest
length scales before mixing is complete, referred to as the
microstructure scale, are set by molecular diffusion. Large
gradients in the media properties can occur at these submil-
limeter to centimeter scales with the potential of creating
measurable acoustic scattering returns. The acoustic wave
lengths of interest are commensurate with the scale set by the
physical process, corresponding to high-frequency sound
spanning tens of kHz to a few MHz.

There are many alternative techniques for acquiring in-
formation regarding the physical and biological processes
that occur in the ocean interior. However, most of these tech-
niques are limited by either the volume sampled or the spa-
tial and temporal resolution of the measurements. For ex-
ample, free-falling vertical microstructure probes have
extremely high spatial resolution, and yet are inherently one-
dimensional in nature. The primary advantage of using
acoustic techniques is the possibility of synoptically imaging
large volumes of the ocean interior without compromising on
the high spatial resolution of the measurements. The primary
challenge involves the interpretation of the received signal in
terms of relevant physical and biological parameters.

Accurate scattering models are key to the interpretation
of the received acoustic signals. With such models, though
typically also in conjunction with supporting physical and
biological information, it may be possible to distinguish be-
tween the complex scattering signatures characteristic of dif-a!Electronic mail: alavery@whoi.edu
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ferent physical and biological processes~Stanton et al.,
1994; Trevorrow, 1998!. Under sufficiently well-
characterized environments it may even be possible to infer
properties of the processes that give rise to scattering~Lher-
mitte and Lemmin, 1993; Goodmanet al., 1992; Stanton
et al., 1994; Menemenlis and Farmer, 1995; Oeschger and
Goodman, 1995!. Of most interest to the current investiga-
tion, if the contribution from turbulent oceanic microstruc-
ture can be isolated, it may be possible to use scattering
models to determine parameters such as the dissipation rates
of turbulent kinetic energy or temperature variance.

Over the years a number of investigations have pre-
dicted that volume scattering resulting from fluctuations in
oceanic temperature~arising from sound speed fluctuations
alone! can be significant~Kraichnan, 1953; Munk and Gar-
rett, 1973; Proni and Apel, 1975; Goodman and Kemp, 1981;
Goodman, 1990!. These predictions are supported by highly
suggestive, though infrequently conclusive, evidence
~Thorpe and Brubaker, 1983!. More recently, it has been pre-
dicted that the effects of salinity fluctuations~again arising
from sound speed fluctuations alone! can also be important
~Seim et al., 1995; Seim, 1999!, particularly at higher fre-
quencies and at locations where salinity plays a significant
role in determining the vertical density stratification. To date
though, acoustic scattering models specifically developed for
turbulent oceanic microstructure have only included the ef-
fects of sound speed fluctuations, ignoring the effects of den-
sity fluctuations. Yet temperature and salinity microstructure
gives rise to small scale fluctuations in both the sound speed
and the density.

In this paper we show that under some circumstances it
is critical to include the effects of density fluctuations to
accurately predict acoustic scattering by turbulent oceanic
microstructure. It has been common practice to consider
fluctuations in the medium density in both the fields of medi-
cal ultrasound and atmospheric turbulence. The theory be-
hind these seemingly disparate fields is broadly similar,
though there are differences in the details of the application
of the theory to the different fields~Chernov, 1960; Tatarski,
1961; Morse and Ingard, 1968; Ishimaru, 1978; Goodman
and Kemp, 1981; Waag, 1984!. The theory is based on far-
field weak scattering for which the Born approximation can
be used to evaluate the scattering cross section per unit vol-
ume,sv . However, unlike for medical ultrasound and atmo-
spheric turbulence, the contribution to scattering from oce-
anic microstructure due to fluctuations in the density has
typically been neglected. We have included the density con-
tribution to sv for oceanic microstructure and have found
that it can be comparable to the contribution from sound
speed fluctuations, leading to increases insv as large as a
factor of 4 ~corresponding to a 6-dB increase in the volume
scattering strength!, under certain conditions. In addition, the
inclusion of density fluctuations leads to an expression for
sv which contains an explicit dependence on the scattering
angle.

This paper is organized as follows. In Sec. II, we derive
an expression forsv that includes contributions from both
density and sound speed fluctuations. Then, in Sec. III, by
assuming a universal Batchelor spectrum for temperature and

salinity, two expressions forsv are derived. One expression
uses an upper bound for the temperature-salinity co-spectrum
~Bendat and Piersol, 1986!, and represents the case of a per-
fect correlation between temperature and salinity fluctua-
tions. In addition, we have developed an expression for the
co-spectrum that is based on Stern’s theory~1968!. In Sec.
IV, general predictions for scattering from turbulent oceanic
microstructure are made and the range of model input param-
eters for which the density contribution is important are iso-
lated. We also make acoustic scattering predictions based on
microstructure data obtained using a high resolution vertical
microstructure profiler~Schmitt et al., 1988!. From these
data, all the model parameters necessary for making scatter-
ing predictions at relevant scales can be determined. Finally,
in Sec. V, the results are summarized and recommendations
are made as to the conditions under which it is important to
include the density term in predictions of acoustic scattering
from oceanic microstructure.

II. SCATTERING FROM TURBULENT OCEANIC
MICROSTRUCTURE

A general expression for the scattering cross section per
unit volume, sv , due to random fluctuations in the com-
pressibility and density of a weakly scattering medium is
derived in Sec. II A. The resulting expression forsv is not
specific to oceanic microstructure, and alternative derivations
can be found in a number of standard text books~Chernov,
1960; Tatarski, 1961; Morse and Ingard, 1968; Ishimaru,
1978!. In order to facilitate the application of this formula-
tion to oceanic microstructure, the expression forsv in terms
of the medium compressibility and density is then expressed
in terms of the medium density and sound speed, though the
expression that is derived is still not specific to oceanic mi-
crostructure, but holds for any weakly scattering random me-
dium. Assumptions specific to oceanic microstructure are
made in Sec. II B, where the temperature and salinity depen-
dence of density and sound speed are explicitly included in
the expression forsv .

A. Weak scattering by random media

A sound wave traveling through a region~of volume V!
containing turbulent microstructure will be scattered from
the changes in the medium density and compressibility. Sup-
pose the density,r(r ,t), and compressibility,k(r ,t), in the
region fluctuate randomly in space and time, deviating from
the average values of the medium density,r0 , and compress-
ibility, k0 . From this point on, we assume that the density
and compressibility do not change significantly during the
time of the measurement, and therefore thatr~r ! andk~r ! are
time independent. Any temporal changes that might occur
are simply considered as different realizations of the real
random fieldsr~r ! andk~r !. For a weakly scattering medium
in which the fluctuations in the compressibility and density
are small, such as that produced by turbulent microstructure,
the Born approximation can be used. In this case, there are
well known solutions to the wave equation, and the far field
scattered pressure wave is given by~Morse and Ingard, 1968,
p. 411, Eq. 8.1.14!
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ps~r !5P0

eikr

r
f , ~1!

where k is the incident acoustic wave number (52p/l,
wherel is the acoustic wave length!, r is the range from the
scattering volume to the receiver, andP0 is the incident
acoustic pressure at some known reference range. The scat-
tering amplitude,f , is a measure of the efficiency with which
sound is scattered and is given by~Morse and Ingard, 1968,
p. 413, Eq. 8.1.20!:

f 5
k2

4p E
V
g~r v!e2 iK "rvdr v , ~2!

where

g~r v!5gk~r v!1gr~r v!k̂ i• k̂s5gk~r v!1gr~r v!cosu,
~3!

r v is the position vector of any volume element relative to
some arbitrary center point chosen within the volume V,k̂ i is
a unit vector along the direction of the incident wave,k̂s is a
unit vector along the direction of the scattered wave, andK
5k( k̂s2 k̂ i) ~Fig. 1!. The angle between the incident and
scattered wave vectors is given byu ( k̂ i• k̂s5cosu), andK
5uK u52k sin(u/2). The wave vectorK is often referred to
in the literature as the Bragg wave vector~Goodman, 1990!.
K is maximum at backscattering whereu5p. The termsgk

andgr describe the variations in the medium compressibility
and density and are given by~Morse and Ingard, 1968, p.
409, Eq. 8.1.11!

gk5
k2k0

k0
5

c0
2

c2

r0

r
21 and gr5

r2r0

r
512

r0

r
,

~4!

wherec251/kr and c0 is the mean sound speed. The con-
tribution to scattering from fluid velocity has been ignored in
the derivation of Eq.~2!. This contribution has been investi-
gated by others and, for oceanic microstructure, can be

shown to be smaller than the other contributions by various
orders of magnitude~Goodman, 1990!. In fact, for back-
scattering, fluid velocity fluctuations do not contribute to
scattering at all. It has also been assumed that the scattering
volume is bounded and in the far field of both the transmitter
and the receiver and that the transmitter and receiver are in
the far field of the scattering volume.

The solution to the wave equation for bounded weakly
scattering targets given by Eq.~2! has been used on many
occasions as a starting point for developing scattering mod-
els for random media variability; it has been used for scat-
tering of electromagnetic waves from atmospheric turbu-
lence ~Chernov, 1960; Tatarski, 1961; Morse and Ingard,
1968; Ishimaru, 1978!, scattering of ultrasonic waves from
different tissues in the field of medical ultrasound~Waag,
1984; Waaget al., 1985, 1989!, and it has also been used
previously for scattering of high-frequency sound from tem-
perature microstructure in the ocean~Munk and Garrett,
1973; Goodman and Kemp, 1981; Goodman, 1990!. In addi-
tion, it has been used as a starting point for a number of
acoustic scattering models for weakly scattering zooplankton
~McGeheeet al., 1998; Stantonet al., 1998; Chu and Ye,
1999; Laveryet al., 2002!. In contrast to the models devel-
oped for individual zooplankton, scattering from random me-
dia fluctuations is typically described in terms of the statis-
tical properties of the medium. Thus, the scattering cross
section per unit volume,sv , with units of inverse length, is
given by ~Ishimaru, 1978, p. 332, Eq. 16-10a!

sv5
r 2^psps* &

VP0
2

5
1

V
^ f f * &

5
1

V

k4

24p2 E
V
E

V
Bg~r1 ,r2!e2 iK•(r12r2)dr1dr2 , ~5!

where^ . . .& represents an ensemble average, andr1 and r2

are integration vectors over the volume V. The term
Bg(r1 ,r2)[^g(r1)g* (r2)&5^g(r1)g(r2)& is the spatial cor-
relation function of the real random field,g, that describes
the physical properties of the medium in the volume V. Note
that the term volume scattering coefficient~denotedsv) is
more commonly used in the literature~instead ofsv) when
referring to an aggregation of discrete scatterers~Urick,
1980; Medwin and Clay, 1998!.

Following the bulk of the published literature on scatter-
ing from turbulent microstructure we assume that the me-
dium properties are homogeneous, meaning that the mean
value of g is constant and that the correlation function,
Bg(r1 ,r2), does not change when the pair of points (r1 , r2)
is displaced by the same amount in the same direction~Ta-
tarski, 1961, p. 15!. This latter assumption requires some
justification since vertical stratification in the ocean is preva-
lent. However, the vertical stratification can be overturned by
sufficiently large velocity shears. Typically, once overturning
has occurred, physical structures that are aligned vertically or
horizontally are destroyed, and the medium becomes turbu-
lent, resulting in random homogeneous fluctuations in the

FIG. 1. Scattering geometry for an incident plane wave scattering from a
bounded region of volume V containing random, stationary, homogeneous
and isotropic fluctuations in the density and sound speed.r v is the position

vector of an infinitesimal volume element,k̂ i is a unit vector along the

direction of the incident wave,k̂s is a unit vector along the direction of the

scattered wave, andK5k( k̂s2 k̂ i). The angle between the incident and scat-

tered wave vectors is given byu ( k̂ i• k̂s5cosu), and K5uK u
52k sin(u/2). K is maximum at backscattering whereu5p.
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medium properties, at least locally within the scattering reso-
lution volume. In the ocean interior the principal cause of
mechanical mixing, or the source of high velocity shear re-
sulting in overturning events and turbulent microstructure, is
the presence of internal waves, which is where the assump-
tions we make here are most likely valid. Consequently, with
the assumption that the fluctuations are locally homoge-
neous:Bg(r1 ,r2)5Bg(r12r2,0)5Bg(r ), where the substi-
tution r5r12r2 has been made. Lettingx5(r11r2)/2, and
performing the integral overx,

sv5
k4

24p2V E
V
E

V
Bg~r !e2 iK "rdrdx

5
~p/2! k4

~2p!3 E
V
Bg~r !e2 iK "rdr . ~6!

For wave front curvature effects to be unimportant~Good-
man, 1990; Waaget al., 1985!, there must be many charac-
teristic length scales of the media variability encompassed
within the first Fresnel radius,RF . For a point transmitter
and receiver, the first Fresnel radius refers to the locus of
points for which the phase difference that arises from the
path length difference between this locus of points and the
center of the volume V is equal top/2. At backscattering
RF5ARl/2, whereR is the range from the transmitter to the
center of the volume V@an expression forRF for forward
scattering is given in Flatteet al. ~1979, p. 91, Eq. 6.2.2!#.
Next, we assume that the volume V is sufficiently large that
many correlation lengths of the random media properties are
encompassed by the volume. These assumptions allow the
integral over the volume V in Eq.~6! to be converted to an
integral over all space:

sv5
~p/2! k4

~2p!3 E Bg~r !e2 iK "rdr5
p

2
k4F~K !. ~7!

F~K ! is the Fourier transform of the spatial correlation func-
tion of the medium variability, or simply the 3D wave num-
ber spectrum of the medium variability evaluated atK . If we
further assume that the medium is isotropic, thenBg(r )
5Bg(r ) and F(K )5F(K). The effects of anisotropy on
scattering have been considered by Goodman~1990!, who
included a vertical wave number scaling factor,a ~the ratio
of vertical to horizontal spatial scale size!, which resulted in
an increase~a is typically ,1) in the predicted scattering by
a factor of a22. If the degree of anisotropy is small, the
scattering cross section per unit volume is given by

sv5
p

2
k4F~K !. ~8!

As mentioned earlier, a similar expression forsv can be
found in a number of standard text books and has been used
widely in the literature. However, when applied specifically
to oceanic microstructure, the expression forBg inside the
integral is typically given in terms of sound speed fluctua-
tions alone, and the contribution from density fluctuations is
ignored.

In order to facilitate the application of this formalism to
the specific case of oceanic microstructure, we proceed to

obtain an expression forsv which is explicitly written in
terms of both density and sound speed fluctuations. This re-
quires the evaluation of the spatial correlation functionBg in
terms of sound speed and density fluctuations. Since we are
considering a weakly scattering medium,r5r01r8 and c
5c01c8, where the inherent variations in the medium den-
sity, r8, and sound speed,c8, satisfy c8/c0!1 and r8/r0

!1. From Eq.~4!,

gk5S 11
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D 22S 11
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D 21

21'22
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2
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and

gr5
r8

r0
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r8

r0
D 21

'
r8

r0
, ~9!

where only first order terms in the primed variables have
been kept. Making use of these relationships, the trigonomet-
ric relationship (12cosu)52 sin2(u/2), as well as the defi-
nition of g @Eq. ~3!#, the spatial correlation function of media
variability becomes

Bg~r !54S K c8

c0

c8*

c0
L 12 sin2S u

2D K c8

c0

r8*

r0
L

1sin4S u

2D K r8

r0

r8*

r0
L D . ~10!

Using this expression forBg , sv @Eq. ~8!# becomes

sv52pk4S Fc~K !12 sin2S u

2DFcr~K !

1sin4S u

2DFr~K ! D , ~11!

whereFc(K), Fr(K), andFcr(K) are the 3D wave number
spectra of the sound speed fluctuations, density fluctuations,
and the correlation between sound speed and density fluctua-
tions. In arriving at this expression, it should be noted that all
cross-terms between density and sound speed fluctuations
have been included.

No assumptions specific to scattering from oceanic mi-
crostructure have been made in deriving this general expres-
sion, which holds~theoretically! for any weakly scattering
random medium. To date, various equivalent forms of Eq.
~11! have been used to describe scattering by atmospheric
turbulence and organ tissues. However, all formulations spe-
cific to scattering from oceanic microstructure have only in-
cluded fluctuations in the sound speed, resulting in simply
the first term in this expression. The inclusion of density
fluctuations results in two extra terms, both of which have an
explicit angular dependence. It is clear from the wave equa-
tion where this angular dependence arises since the term in-
volving density depends on thegradient of the density. We
turn now to the specific case of scattering from turbulent
oceanic microstructure.

B. Application to turbulent oceanic microstructure

The most convenient parameters for describing scatter-
ing from turbulent oceanic microstructure are temperature
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and salinity, since these are the most commonly measured,
and consequently better mapped and understood oceano-
graphic parameters. The aim of this section is to express Eq.
~11! in terms of the wave number spectra of temperature and
salinity, instead of density and sound speed. Fluctuations in
the sound speed and density are related to the small scale
fluctuations in temperature,T8, and salinity,S8, by

c8
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5
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c0
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]T
T81

1
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]c

]S
S85aT81bS8, ~12!
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Here a is the coefficient of thermal expansion andb is the
coefficient for saline contraction. The importance of salinity
versus temperature in determining scattering from sound
speed and density variations can be gauged by examining the
vertical changes in sound speed and density,

1

c0

dc

dz
5a

]T

]z
1b

]S

]z
and

1

r0

dr

dz
52a

]T

]z
1b

]S

]z
,

~16!

and forming the sound speed and density ratios:

Rc[
a

b
d and Rr[

a

b
d, where d5

]T/]z

]S/]z
. ~17!

HereRc andRr indicate the relative importance of tempera-
ture versus salinity in determining the vertical sound speed
and density gradients, and play a critical role in determining
the contribution to scattering from salinity relative to tem-
perature. If21,Rc,1, then salinity plays a more dominant
role than temperature in determining vertical sound speed
variations. If 21,Rr,1, salinity plays a more dominant

role than temperature in determining vertical density varia-
tions. Typical values of these parameters for an open ocean
environment are given in Table I. From these values,Rc

53.32d andRr50.16d. There is typically larger variability
in the parameterd than ina, b, a, or b. However, it can be
seen that the range of values ofd (26.25,d,6.25) for
which 21,Rr,1 is significantly wider than the range of
values ofd (20.30,d,0.30) for which21,Rc,1. In ad-
dition, in order to assess the importance of including fluctua-
tions in the density when calculating acoustic scattering from
turbulent oceanic microstructure, it is necessary to compare
the fractional change in the sound speed from salinity,b, and
the coefficient of haline contraction,b. Since these terms are
approximately equal, we conclude that it is important to in-
clude the contribution to scattering from density fluctuations.

In order to evaluatesv in terms of temperature and sa-
linity fluctuations, it is necessary to evaluateBg in terms of
T8 andS8. Making use of Eqs.~10!, ~12!, and~14!,

Bg~r !54@A2^T8T8* &1B2^S8S8* &12AB^T8S8* &#,
~18!

where

A5a2a sin2S u

2D and B5b1b sin2S u

2D . ~19!

Using this expression forBg , sv becomes

sv52pk4~A2FT~K !1B2FS~K !12ABFST~K !!, ~20!

whereFT(K), FS(K), andFST(K) are the 3D wave num-
ber spectra of temperature, salinity, and the temperature-
salinity co-spectrum, all evaluated at the wave numberK.

This is a general expression for the scattering cross sec-
tion per unit volume describing scattering from stationary,
homogeneous, and isotropic turbulent oceanic microstruc-
ture. Unlike previous formulations of scattering specific to
turbulent oceanic microstructure, which only included fluc-
tuations in the sound speed, the scattering cross section per
unit volume derived here also includes the contributions
from variability in the density. It has typically been assumed
~Tatarski, 1961; Goodman and Kemp, 1981; Thorpe and
Brubaker, 1983; Goodman, 1990; Seimet al., 1995; Seim,
1999! that scattering from oceanic microstructure is domi-
nated by sound speed fluctuations, that is,r8/r0!c8/c0 . In

TABLE I. The following parameters were used for the prediction of acoustic scattering from oceanic micro-
structure ~Flatte et al., 1979: p. 5, Eq. 1.1.6!: a53.1931023 (°C21), b50.9631023 (psu21), a50.13
31023 (°C21), b50.831023 (psu21), n50.1531025 (m2 s21), DT51.3831027 (m2 s21), DS50.95
31029 (m2 s21), and Le5145.26. Modest values ofe (131028 W kg21) and xT (131026 °C2 s21) were
chosen, giving values ofk* 529 ~cpm!, kd5769 ~cpm!, andkds59207 ~cpm!. Acoustic frequencies ranging
from approximately 10 kHz (k542 cpm, l515 cm) to 2 MHz (k58379 cpm,l50.75 mm) were used to
make the scattering predictions. Based on these parameters, most of the predictions lie in the viscous-convective
range, wherek.k* . The following three cases were investigated~all parameters dimensionless unless other-
wise stated!. Note that the values forRrc in this table were evaluated at backscattering (u5p).

Case no. Rrc Rrc
21 Rc Rr d(°C psu21) Rrc /Le (31022)

max~sv
S!

max~sv
T!

@Eq. ~34!#

1 1 1 1.911 0.094 0.575 0.6 10
2 3.477 0.288 6.646 0.325 2 2.39 0.72
3 0.165 0.287 0.548 0.0268 3.49 0.20 367.3
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this case it follows from Eq.~9! that gk'22c8/c0

522aT8 and gr'0. If the effects of salinity are ignored,
this is a reasonable assumption since for typical open ocean
environmentsa/a'0.03. As a result,sv52pk4a2FT(K),
which is the first term of Eq.~20! with the coefficientA
replaced bya. Seimet al. ~1995! developed this theory one
step further, and included the contributions to scattering from
fluctuations in the sound speed originating from both tem-
perature and salinity microstructure. In this scenario,
gr5r8/r0'0, gk'22c8/c0522(aT81bS8), and the
scattering cross section per unit volume is given by

sv52pk4~a2FT~K !1b2FS~K !12abFST~K !!. ~21!

This expression is identical in form to Eq.~20! with the
coefficientA replaced bya, andB replaced byb. However,
the coefficientsA andB contain terms involving the coeffi-
cient of thermal contraction~a!, the coefficient of haline ex-
pansion~b!, and the bi-static scattering angle~u! that are
specific to the inclusion of density fluctuations. It can be seen
from the expressions forA and B that the contribution to
scattering from the density term is maximum at backscatter
(u5p) and disappears at angles close to forward scattering
(u50). Finally, it should be noted that sincea@a while
b'b, the contribution to scattering from density fluctuations
will be most significant under conditions in which salinity
~and not temperature! microstructure dominates the scatter-
ing.

For homogeneous and isotropic random media fluctua-
tions, the 3D wave number spectrumF(K) can be related to
the 1D wave number spectrum,f(K) ~Tatarski, 1961, p.17,
Eq. 1.27! by

F~K !5F2
1

2pk

df~k!

dk G
K

. ~22!

Expressingsv in terms of 1D wave number spectra is useful
as standard oceanographic measurements typically involve
performing vertical temperature and conductivity profiles, re-
sulting in 1D wave number spectra. Applying Eq.~22! to Eq.
~20!, sv is given by

sv52k4F1

k

d

dk
~A2fT~k!1B2fS~k!12ABfST~k!!G

K

52
k4

K S A2
dfT~K !

dk
1B2

dfS~K !

dk
12AB

dfST~K !

dk D ,

~23!

where the contribution to scattering from temperature fluc-
tuations alone,sv

T , is given by the first term in this expres-
sion, scattering from salinity fluctuations alone,sv

S , is given
by the second term in this expression, and the scattering from
the temperature-salinity co-spectrum alone,sv

ST, is given by
the last term. Using these expressions, it may ultimately be
possible to measure the acoustic scattering from turbulent
oceanic microstructure and invert for the wave number spec-
tra of temperature and salinity, and their co-spectrum. Thus,
using high-frequency acoustic scattering techniques, it may
be possible to~1! overcome the technical difficulties associ-

ated with resolving the salinity spectrum with standard
oceanographic measurement techniques, and~2! obtain an
estimate for the yet unmeasured temperature-salinity co-
spectrum.

III. PARAMETRIZATION OF SCATTERING IN TERMS
OF MEASURABLE PHYSICAL PARAMETERS

The 1D wave number spectra of temperature, salinity,
and the co-spectrum must be expressed in terms of measur-
able physical parameters in order to predict acoustic scatter-
ing from turbulent oceanic microstructure. In this section we
derive expressions forsv

T and sv
S based on wave number

spectra for temperature and salinity similar to those proposed
by Batchelor~1959!. In addition, two models for the co-
spectrum of temperature and salinity are used to calculate
sv

ST.

A. The temperature and salinity spectra

As suggested by Seimet al. ~1995, 1999!, we use an
inertial-convective model for spatial wave numbers smaller
thank* 5(1/23) (e/n3)1/4, and a viscous-convective model at
higher wave numbers, wheren (m2s21) is the molecular
viscosity, ande (W kg21) is the dissipation rate of turbulent
kinetic energy. Within the framework of these models, the
temperature spectrum~Batchelor, 1959; Dillon and Caldwell,
1980! is given by

fT
,~ k̃!5A* xTe21/3k̃25/3 for k̃<k* ,

~24!

fT
.~ k̃!5

xT

z

G~jT!

k̃
for k̃>k* ,

wherez5(e/n)1/2/q is the strain rate. The spatial wave num-
ber is denoted byk̃ to distinguish it from the acoustic wave
numberk. Throughout the remainder of this paper, super-
scripts, and. indicate that the quantity being referred to is
valid for wave numbers smaller than, and larger than,k* ,
respectively. The salinity spectrum is given by

fS
,~ k̃!5A* xSe21/3k̃25/3 for k̃<k* ,

~25!

fS
.~ k̃!5

xS

z

G~jS!

k̃
for k̃>k* .

The dimensionless functionG(j) ~valid for eitherjT or jS)
is defined by

G~j![e2j2/22jE
j

`

e2x2/2dx, ~26!

where jT5A2qk̃/kd and jS5A2qk̃/kds are dimensionless
wave numbers,kd5(e/nDT

2)1/4 is the diffusive cutoff wave
number for temperature,kds5(e/nDS

2)1/4 is the diffusive cut-
off wave number for salt,DT (m2s21) is the molecular dif-
fusivity for temperature, andDS (m2s21) is the molecular
diffusivity for salt. A* and q are constants:A* 50.925 is
chosen such that the spectra are equal atk* ~Dillon and
Caldwell, 1980!, andq53.7 ~Oakey, 1982!. The dissipation
rates of salt and temperature variance are given byxS
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(psu2s21) andxT (°C2s21), respectively. Typical values of
these parameters are given in Table I.

Since the parametrization of the temperature and salinity
spectra are identical, the only difference between these spec-
tra is the relevant scale set bykd and kds , and the overall
magnitude of the spectra, which is determined to a large part
by xT and xS ~Fig. 2!. SincexS remains unmeasured, it is
assumed that temperature and salinity have equal eddy dif-
fusivities, from which it follows that the scalar dissipation
rates are related byxS5xT /d2 ~Osborn and Cox, 1972;
Gregg, 1984!. The roll-off for the salinity spectrum occurs at
higher spatial wave numbers (; a factor of 10! than the
roll-off for the temperature spectrum since the molecular dif-
fusivity for salt is approximately two orders of magnitude
smaller than the molecular diffusivity for temperature.

In order to evaluatesv it is necessary to calculate terms
such asdfT /dk̃ anddfS /dk̃. For k̃<k* ,

dfT
,~ k̃!

dk̃
52

5

3

fT
,~ k̃!

k̃
52

5

3
xTe21/3k̃28/3,

~27!
dfS

,~ k̃!

dk̃
52

5

3

fS
,~ k̃!

k̃
52

5

3
xSe21/3k̃28/3,

while for k̃>k* ,

dfT
.~ k̃!

dk̃
52

fT
.~ k̃!

k̃

e2jT
2/2

G~jT!
52

xT

z

e2jT
2/2

k̃2
,

~28!
dfS

.~ k̃!

dk̃
52

fS
.~ k̃!

k̃

e2jS
2/2

G~jS!
52

xS

z

e2jS
2/2

k̃2
.

A quantity which will be useful later is the ratio offS to fT :

S fS
,~ k̃!

fT
,~ k̃!

D 1/2

5S xS

xT
D 1/2

[
1

d
for k̃<k* ,

~29!S fS
.~ k̃!

fT
.~ k̃!

D 1/2

5S xS

xT

G~jS!

G~jT!
D 1/2

5
RG

d
for k̃>k* ,

where RG[(G(jS)/G(jT))1/2. At low wave numbersRG

'1, while above the diffusive cutoff wave number for heat,
RG increases rapidly, and the temperature spectrum is much
smaller than the salinity spectrum, though both may be
small.

It is now possible to evaluatesv
T andsv

S , recalling that
the wave number spectra must be evaluated at the wave num-
ber, K, which is related to the acoustic wave number,k, by
K52k sin(u/2):

sv
T,52A2S k4

K
D F dfT

,~ k̃!

dk̃
G

K

5A2S k4

K
D S 5

3

fT
,~K !

K
D ,

~30!

sv
T.52A2S k4

K
D F dfT

.~ k̃!

dk̃
G

K

5A2S k4

K
D S e2jT

2/2

G~jT!

fT
.~K !

K
D ,

and

sv
S,52B2S k4

K
D F dfS

,~ k̃!

dk̃
G

K

5B2S k4

K
D S 5

3

fS
,~K !

K
D ,

~31!

sv
S.52B2S k4

K
D F dfS

.~ k̃!

dk̃
G

K

5B2S k4

K
D S e2jS

2/2

G~jS!

fS
.~K !

K
D .

Using Eqs.~30! and ~31!, the ratio of the temperature to
salinity contribution to scattering is given by

sv
T,

sv
S, 5

A2

B2

fT
,~K !

fS
,~K !

5d2
A2

B2 5Rrc
2 for k̃<k* ,

~32!
sv

T.

sv
S. 5d2

A2

B2 e2(jT
2

2jS
2)/25Rrc

2 e2(jT
2

2jS
2)/2 for k̃>k* .

HereRrc is defined by

FIG. 2. Estimated wave number spectra~based on parameters for case 3 in
Table I! as a function of spatial wave number for temperature~open circles!,
fT ; salinity ~crosses!, fS ; and the temperature-salinity co-spectrum,fST

~solid and dashed lines!. Two models have been used for the co-spectrum:
the first is an upper bound for co-spectrum~solid line!, representing perfect
positive correlation between temperature and salinity fluctuations, while the
second model for the co-spectrum~dashed line! we have derived.
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Rrc[d
A

B
5d

~a2a sin2~u/2!!

~b1b sin2~u/2!!

5Rc

~12 ~a/a!sin2~u/2!!

~11 ~b/b!sin2~u/2!!
. ~33!

The definition ofRrc parallels the definitions for the vertical
density, Rr , and sound speed,Rc , ratios @Eq. ~17!#. Rrc

expresses the relative importance of temperature versus sa-
linity in determining the vertical gradient for a combined
density and sound speed expression.Rrc depends on the
multi-static scattering angle, but is independent of the acous-
tic wave number. For a particular set of~a, b, d, a, b)
values,Rrc changes by approximately a factor 2 as a func-
tion of angle, decreasing fromRc at u50° ~forward scatter-
ing! to approximatelyRc/2 at u5180° ~backscattering!. The
reason for this is that for typical open ocean parameters,a
!a, and (12a/a)'1, while b'b, and (11b/b)'2.

Finally, it is straightforward to show that the maximum
value of sv

T occurs at a wave number corresponding to
kd(2q)21/2 ~subject to the condition thatk* ,kd), while the
maximum value ofsv

S occurs atkds(2q)21/2. The ratio of the
maximum value ofsv

T to the maximum value insv
S is given

by

max~sv
T!

max~sv
S!

5Rrc
2 S kd

kds
D5Rrc

2 S DS

DT
D 1/2

'
Rrc

2

10
. ~34!

B. The temperature and salinity co-spectrum

Currently, there are no data regarding the co-spectrum of
temperature and salinity, and the existing theory is based on
limiting cases, such as perfect correlation between tempera-
ture and salinity, or no correlation at all. We make predic-
tions based on two models for the co-spectrum. The first
involves an upper bound for the co-spectrum~Bendat and
Piersol, 1986!, representing a perfect correlation between
temperature and salinity fluctuations. This upper bound for
the co-spectrum has been used previously by other authors
~Washburnet al., 1996; Seim, 1999!. The second model for
the co-spectrum we have derived and it is based on the
temperature-salinity co-variance theory of Stern~1968!. It
should be noted that a zero-correlation model can be imple-
mented by neglecting the contribution to scattering from the
co-spectrum term.

1. Model 1: Upper bound

The upper bound for the temperature and salinity co-
spectrum is given by~Bendat and Piersol, 1986, p. 117, Eq.
5.11! fST( k̃)5(fT( k̃)fS( k̃))1/2. To evaluatesv

ST using this
model for the co-spectrum it is necessary to first evaluate
dfST/dk̃:

dfST

dk̃
5

1

2
S fS

fT
D 1/2

dfT

dk̃
1

1

2
S fS

fT
D 21/2

dfS

dk̃
, ~35!

wheredfT /dk̃ anddfS /dk̃ are given by Eqs.~27! and~28!.
From Eq.~23!, for k̃,k* ,

sv
ST,522ABS k4

K D dfST
,

dk

5
B

A

1

d
sv

T,1
A

B
dsv

S,

5
1

Rrc
sv

T,1Rrcsv
S, , ~36!

and, for wave numbers abovek* ,

sv
ST.522ABS k4

K D dfST
.

dk

5
B

A

RG

d
sv

T.1
A

B

d

RG
sv

S.

5
RG

Rrc
sv

T.1
Rrc

RG
sv

S. . ~37!

2. Model 2: Co-spectrum based on Stern’s theory

We have developed a model for the co-spectrum that is
based on Stern’s theory~1968!. Batchelor spectra forT andS
are used in this derivation to evaluate the variances as a
function of wave number, and we assume that this model is
valid for all wave numbers of interest here. Our co-spectrum
model is given by

fST~ k̃!5
fT~ k̃!

d
1

d

Le
fS~ k̃!, ~38!

whereLe (5DT /DS) is the diffusivity ratio, or Lewis num-
ber, and varies from'80 in warm water to'230 in cold
water. It can be seen from Fig. 2 that at high spatial wave
numbers our co-spectrum model predicts a higher correlation
between temperature and salinity fluctuations than the upper
bound model.

The scattering contribution from this co-spectrum model
is given by

sv
ST522ABS k4

K
D dfST~K !

dk̃

5
2

d

B

A
sv

T12
d

Le

A

B
sv

S

5
2

Rrc

sv
T1

2Rrc

Le

sv
S . ~39!

Since the sign ofRrc is determined byd, and all terms
relating to the co-spectrum contribution to scattering have
Rrc or Rrc

21 as a prefactor, the effect of the co-spectrum on
sv is determined by the sign ofd. If d is positive, either
model for the co-spectrum results in an increase in the mag-
nitude ofsv : sv>sv

S1sv
T . If d is negative,sv<sv

S1sv
T .

IV. PREDICTIONS

To illustrate many of the points of this paper, values that
are typical for an open ocean environment were chosen for
the model input parameters~Table I!. Modest values ofe and
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xT were chosen. Changes inxT simply result in an overall
increase or decrease insv , and do not change the overall
shape ofsv . On the other hand, changes ine affect both the
overall magnitude as well as the wave number dependence of
sv . Since the parameterRrc is important in determining the
relative magnitudes of the temperature and salinity contribu-
tions to scattering, and thus is also important in determining
the relative importance of the density versus sound speed
contribution, predictions based on three values ofRrc ,
evaluated atu5p, are discussed in this section~Table I!: ~1!
Rrc51, ~2! Rrc53.477(.1), and~3! Rrc50.287(,1). We
assume a backscattering orientation for most of the predic-
tions presented in this section, though the angular depen-
dence is also investigated in Sec. IV D.

A. The relative contribution to scattering from density
versus sound speed fluctuations

The importance of including density fluctuations in pre-
dicting scattering from turbulent oceanic microstructure can
be assessed by comparing predictions ofsv arising from the
inclusion of both sound speed and density fluctuations@Eq.
~20!# to predictions ofsv arising from the inclusion of sound
speed fluctuations alone@Eq. ~21!# ~Fig. 3!. The expressions
for sv are very similar in form: the coefficientsA andB in
Eq. ~20! are simply replaced bya andb in Eq. ~21!. Since
a@a, andA5a2a sin2(u/2)'a, the inclusion of the den-
sity term has a minimal effect onsv

T , at any angle. In con-

trast, sinceb'b, and B5b1b sin2(u/2), the inclusion of
the density term increasessv

S from b2 to B2'4b2 at back-
scattering. This corresponds to approximately a 6-dB in-
crease in the scattering level. The magnitude ofsv

ST in-
creases from 2ab to 2AB'4ab due to the inclusion of the
density term, corresponding to a 3-dB increase. Theserela-
tive increases do not depend strongly on the model input
parameter values, the form of the spectra or co-spectrum, or
on the acoustic wave number~at any given scattering angle!.
However, the effects of including density fluctuations are
strongly dependent on the scattering angle, with the largest
effects occurring at backscattering, while becoming negli-
gible at angles close to forward scattering. From this point
on, all predictions will include the contribution to scattering
from density fluctuations.

B. The relative contribution to scattering from
temperature versus salinity microstructure

The relative magnitude ofsv
T andsv

S is strongly depen-
dent on the spatial wave number~Fig. 3!, which is related to
the acoustic wave number through the condition thatK
52k sin(u/2). For spatial wave numbers belowk* , the term
Rrc

2 determines the relative magnitude ofsv
T and sv

S @Eq.
~32!#. SinceRrc

2 is independent of wave number, at any given
scattering angle,sv

T andsv
S are simply offset by a constant

amount: if uRrcu.1, thensv
T dominates, while ifuRrcu,1,

thensv
S dominates the scattering. For spatial wave numbers

abovek* , the termRrc
2 e2(jT

2
2jS

2)/2, which is a function of
both angle and wave number, determines the relative magni-
tude of sv

T and sv
S @Eq. ~32!#. Above the diffusive cutoff

wave number for temperature,kd , the exponential term de-
cays rapidly and, for any reasonable value ofRrc

2 , sv
S@sv

T

~though both may be small!. For wave numbers betweenk*
and kd , the exponential term does not yet deviate greatly
from 1, andRrc

2 is again critical in determining the relative
magnitude ofsv

T andsv
S . A more general way to estimate the

importance of salinity versus temperature in determining
scattering is to examine the maximum values attained bysv

S

andsv
T @Eq. ~34!#. The maximum value ofsv

S is larger than
the maximum value ofsv

T when Rrc,(DT /DS)1/4'3,
though it must be recalled that these maxima occur at differ-
ent wave numbers since the diffusive cutoff wave numbers
for heat and salt differ by an order of magnitude.

C. The relative contribution to scattering from the co-
spectrum

The contribution to scattering from the upper bound co-
spectrum~model 1! is given by Eq.~36! for spatial wave
numbers belowk* and by Eq.~37! for spatial wave numbers
abovek* ~Fig. 4!. Recalling thatsv

T,5Rrc
2 sv

S, @Eq. ~32!#,
the contribution to scattering from the upper bound co-
spectrum~model 1! for wave numbers belowk* is thus
given by sv

ST,5sv
T,/Rrc1Rrcsv

S,5sv
T(2/Rrc). The con-

tribution to scattering from our co-spectrum@model 2: Eq.
~39!# is sv

ST,5sv
T,(11Le

21)(2/Rrc) for wave numbers be-
low k* . SinceLe@1, the contribution to scattering fromsv

ST

is approximately equal for both models and is determined by
2/uRrcu.

FIG. 3. The temperature,sv
T , and salinity,sv

S , contributions to the scatter-
ing cross section per unit volume as a function of acoustic frequency~at
backscattering! for model input parameters given in Table I. The solid lines
correspond tosv

T andsv
S calculated with the density fluctuations included,

while the dashed lines correspond tosv
T and sv

S calculated without the
inclusion of density fluctuations. The inclusion of density fluctuations does
not significantly affect the value ofsv

T at any frequency or angle. In contrast,
inclusion of the density term significantly increases the value ofsv

S over the
entire frequency range investigated. Therelative increase in scattering that
occurs due to the inclusion of density fluctuations does not depend on the
values ofe andxT . Thus the importance of including the density term can
be assessed without precise knowledge of the dissipation rates.
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For wave numbers abovekd , sv
S@sv

T . Consequently,
for the upper bound co-spectrum@model 1: Eq.~37!# sv

ST

5sv
S(Rrc /RG), while for our co-spectrum@model 2: Eq.

~39!# sv
ST'sv

S(2Rrc /Le). However, sinceRG increases rela-
tively rapidly, and 2Rrc /Le!1 for typical values ofRrc in-
vestigated here, the contribution to scattering from either co-
spectrum, for wave numbers abovekd , is small. For the
small range of wave numbers between approximatelyk* and
kd , the wave number dependence ofsv

ST is quite compli-
cated, depending on a delicate balance set by the values of
Rrc , RG , Le , and the relative magnitudes ofsv

T and sv
S

~Fig. 4!.
Briefly synthesizing, the contribution from the co-

spectrum does not, in general, significantly alter the scatter-
ing trends, particularly at wave numbers abovekd . The most
significant changes are expected to occur over a small wave
number range betweenk* andkd .

D. The angular dependence of scattering from
temperature and salinity microstructure

The angular dependence ofsv
T andsv

S ~Fig. 5! is deter-
mined by bothRrc and the acoustic wave number,k. How-
ever, the angular dependence is significantly more sensitive
to changes ink than to changes inRrc , since Rrc only
changes by a factor of 2 between forward and backscattering.
For a fixed acoustic wave number,k, as u changes from
backscattering (u5p) to forward (u50) scattering, the
wave numberK spans through the values fromK52k to 0.
There are three wave number regions that must be consid-
ered in order to understand the general angular trends insv

S

and sv
T ~Fig. 5!: ( i ) 2k<kd , (i i ) kd<2k<kds , and (i i i )

2k>kds . In region (i ), the angular dependence of bothsv
T

and sv
S is relatively flat sinceK52k lies below the sharp

roll-off in sv
T . In region (i i ), sv

T depends very strongly on
the scattering angle, whilesv

S does not. At backscattering,
K52k corresponds to wave numbers above the sharp roll-off
in sv

T , and as the angle decreases towards forward scatter-
ing, the wave numberK spans through the sharp roll-off,
resulting in a strong angular dependence. In contrast,sv

S re-
mains relatively flat sinceK,kds for all angles. In region
( i i i ), both sv

T and sv
S depend strongly on the multi-static

scattering angle since 2k.kds.kd and asu changes fromp
to 0, K sweeps through the sharp roll-off in both the tem-
perature and salinity. It is clear that the differences between
the angular trends insv

T and sv
S are largest in region (i i ),

where the wave numberK at backscattering lies between the
diffusive cutoff wave number for temperature and salinity. In
fact, the vast differences predicted between the angular de-
pendence ofsv

S andsv
T in this region of wave number space

suggest that multi-static measurements of acoustic scattering
may provide a very fruitful technique for discriminating be-
tween temperature and salinity microstructure.

E. Acoustic scattering predictions based on high
resolution microstructure data

In this section we make predictions of acoustic back-
scattering from oceanic microstructure based on data from
which all the necessary model input parameters can be ex-
tracted. This data set involves microstructure data taken on
the R/V NEW HORIZON in March 1991 on a cruise to the
seamount Fieberling Guyot. A high resolution profiler~HRP!
~Schmitt et al., 1988! was deployed 95 times above and
around the seamount, which rises from background depths of
approximately 4000 m to about 500 m below the surface.

FIG. 4. The sum of the temperature and salinity contributions to the scat-
tering cross section per unit volumesv

T1sv
S ~dashed line!, the contribution

to the scattering cross section per unit volume from the upper bound model
for the co-spectrumsv

ST ~model 1: thin line!, and the contribution to the
scattering cross section per unit volume from the co-spectrum model based
on Stern’s theorysv

ST ~model 2: thick line!. Predictions are plotted as a
function of acoustic frequency, at backscattering, for model input parameters
taken from Table I.

FIG. 5. The angular dependence of the temperature,sv
T , and salinity,sv

S ,
contributions to the scattering cross section per unit volume at (i ) 60 kHz
~region I:kd5769 cpm,k5251 cpm,K5502 cpm atu5p), (i i ) 200 kHz
~region II: kd5769 cpm,kds59207 cpm,k5838 cpm,K51676 cpm atu
5p), and (i i i ) 2.3 MHz ~region III: kds59207 cpm, k59634, K
519268 cpm atu5p), for model input parameters taken from case 3 in
Table I.
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From the microstructure sensors on the HRP it is possible to
obtain all the necessary model input parameters, at scales
commensurate with the acoustic wavelengths of interest.

Acoustic scattering predictions were made for a large
subset of the HRP profiles. We present results for a HRP
profile performed directly above the seamount summit, since
the microstructure measurements indicated that there were
increased dissipation rates and velocity shear at the seamount
summit, resulting in increased mixing and turbulence~Toole
et al., 1997! ~Fig. 6!. The acoustic scattering predictions re-
flect these observations, with elevated scattering levels pre-

dicted for both temperature and salinity microstructure over
the seamount summit~Fig. 7!. Over a broad frequency range,
the predicted contribution to scattering from salinity micro-
structure just over the seamount summit is larger than the
contribution from temperature microstructure. The results of
our model also indicate that the contribution to scattering
from the density term is at least as significant as the contri-
bution from the sound speed term. There is a scattering layer
between 350 and 450 m in which the predicted scattering
levels from salinity microstructure~with approximately
equal contributions from density and sound speed fluctua-
tions! are similar in magnitude to typical scattering levels
expected for zooplankton~Wiebeet al., 1997!. These results
suggest that if the biological processes in the vicinity of the
seamount could be accurately characterized, acoustic scatter-
ing techniques might provide a viable means to map areas of
high turbulence.

V. SUMMARY AND CONCLUSIONS

In this paper we have extended the current theory of
acoustic scattering from turbulent oceanic microstructure to
include random fluctuations in density. Previously, it had
been assumed that acoustic scattering from oceanic micro-
structure was due to sound speed fluctuations alone. We have
predicted that the contribution to scattering from fluctuations
in the density can be comparable to the contribution from
sound speed fluctuations, under some circumstances. De-
pending on the scattering angle, the density contribution can
increase the scattering levels by as much as 6 dB, resulting in
peak scattering levels that, under certain conditions, could be
comparable to levels typically observed for scattering from
zooplankton. Neglecting to include the density term can con-
sequently lead to a potentially significant underestimate of
volume scattering strengths.

FIG. 6. Vertical profiles of~a! e (W kg21) and~b! xT (°C2 s21) performed
with the HRP directly over the seamount summit Fieberling Guyot in 500 m
of water. Dissipation rates just above the summit are significantly elevated.
Profiles performed off the seamount shoulder~not shown here! show less
structure and have uniformly lower values. The noise floor is typically
around 10211 (W kg21) for e and 10212 (°C2 s21) for xT .

FIG. 7. Predicted contributions to
backscattering from~a! temperature
microstructure (10 log10 sv

T) and ~b!
salinity microstructure (10 log10 sv

S)
as a function of depth and acoustic fre-
quency based on HRP microstructure
data obtained directly above the sea-
mount Fieberling Guyot~see Fig. 6!.
The contribution to scattering from
density fluctuations has been included
in all scattering predictions. The con-
tribution to scattering from the co-
spectrum~not shown! was found to be
small. Note the different horizontal
scales for temperature and salinity.
There is a layer of elevated scattering
just above the seamount summit, with
levels that are comparable to those ex-
pected from typical zooplankton
patches.
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As with scattering from media variability in the atmo-
sphere, the inclusion of the density term results in an expres-
sion for the scattering cross section per unit volume that is
explicitly dependent on the multi-static scattering angle. We
predict a very strong dependence on the multi-static scatter-
ing angle at certain acoustic wave numbers, and suggest that
this dependence could be exploited to distinguish between
the contribution to scattering from temperature and salinity
microstructure.

The derivations presented here are based on far field
weak scattering theory, for which the Born approximation is
valid. One of the primary assumptions is that the medium
variability is stationary and homogeneous, allowing a statis-
tical description of the scattering in terms of the spatial Fou-
rier transform of the correlation function of the medium vari-
ability, which is simply the 3D wave number spectrum of the
medium variability. By relating the variability in the density
and sound speed to fluctuations in temperature and salinity at
the microstructure scale we have obtained an expression for
the scattering cross section per unit volume in terms of the
wave number spectra of temperature, salinity, and the co-
spectrum of temperature and salinity. The assumption of isot-
ropy also allows the 3D wave number spectra to be ex-
pressed in terms of the 1D wave number spectra, which are
more representative of spectra derived from oceanographic
measurements.

By assuming a 1D Batchelor spectrum for temperature
and salinity, expressions for the scattering cross section per
unit volume have been derived in terms of parameters such
as the dissipation rates of turbulent kinetic energy, tempera-
ture and salt variance. We have found that the parameterRrc

is critical in determining the relative contribution to scatter-
ing from temperature and salinity microstructure.Rrc is de-
fined in a manner similar to the density (Rr) and sound
speed (Rc) ratios, but combines the effects of both vertical
density and sound speed changes.Rrc depends on the multi-
static scattering angle, but not on the acoustic frequency. At
angles close to forward scatteringRrc is approximately equal
to the vertical sound speed ratioRc . However, at angles
close to backscattering,Rrc is approximately equal toRc/2.

Two models for the co-spectrum of temperature and sa-
linity have been used. The first expression represents an up-
per bound for the temperature and salinity co-spectrum. The
second expression for the co-spectrum we have derived, and
is based on the temperature-salinity covariance theory of
Stern~1968!. We have found that the contribution to scatter-
ing from either of the co-spectrum models tends to be small-
est at spatial wave numbers above the diffusive cutoff wave
number for heat. For wave numbers below this, the approxi-
mate contribution from the co-spectrum for either model is
given by 2/Rrc . If Rrc'21, the contribution to scattering
from the co-spectrum term can almost exactly cancel the
contribution from the temperature and salinity terms com-
bined, over a limited range of wave numbers. IfRrc,0
(.0), the contribution to the scattering from the co-
spectrum tends to reduce~increase! the magnitude of the
scattering that results from the sum of the temperature and
salinity contributions.

We have made scattering predictions based on generic

model input parameter values that are typically for open
ocean environments. In addition, scattering predictions based
on high resolution microstructure measurements obtained in
the vicinity of a seamount in the northeast subtropical Pacific
ocean, Fieberling Guyot, have also been made. For these
data, there are no free model input parameters outside of the
initial model assumptions. Our results indicate that the layer
of elevated turbulence above the seamount summit could
give rise to significant scattering levels, comparable to those
of typical zooplankton patches, particularly at higher wave
numbers. The possibility that particulate scatterers, such as
microbubbles, small zooplankton, or sand, may aggregate at
the locations of energetic turbulence has not been considered
in this analysis. Our predictions indicate that high-frequency
acoustic scattering could be a viable technique, in combina-
tion with appropriate ground truthing, to map regions of el-
evated turbulent microstructure.

In conclusion, models such as the one presented here are
important for the accurate interpretation of acoustic scatter-
ing data, though supporting physical and environmental in-
formation, gathered by any variety of techniques, will prob-
ably always be necessary for the unambiguous interpretation
of high-frequency acoustic scattering data in terms of either
physical or biological processes. However, before it is pos-
sible to fully capitalize on the acoustic scattering model pre-
sented here for scattering from turbulent oceanic microstruc-
ture, controlled field and laboratory testing and validation are
necessary, in which the physical environment~temperature,
conductivity, and fluid velocity! is characterized at least at
the same resolution as the acoustic wave length, in addition
to the adequate characterization of particulate scatterers that
may be present in the areas of elevated turbulence.
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Changes in volume reverberation from deep to shallow water
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Scattering from fish is a primary cause of volume reverberation and, since fish populations change
from deep to shallow water, the character of volume reverberation should also change. However,
there are few data available to document expected changes. Therefore, an experiment was conducted
in the eastern Gulf of Mexico to investigate possible changes in volume reverberation from deep to
slope to shelf waters. Results showed that volume reverberation in outer shelf waters varied more
rapidly with respect to both time and space than that in deeper waters. Day-time scattering was
similar for deep, slope and shelf waters, total scattering strengths generally increased with
frequency. Night-time scattering for the deep ocean and slope also increased with increasing
frequency. Scattering modeling suggests that swimbladder-bearing fishes smaller than 10 cm were
responsible for the observed volume reverberation. Night-time scattering at the outer shelf location
was very different, with strong scattering peaks at low frequencies. Scattering modeling implicates
12–15 cm rough scad and round herring as potential causes of the low frequency peaks. Hence,
experiment results confirmed that, as expected, volume reverberation over shelf waters is different
and more variable than in deeper waters of the eastern Gulf of Mexico. ©2003 Acoustical Society
of America. @DOI: 10.1121/1.1610458#

PACS numbers: 43.30.Ft, 43.30.Sf@WMC# Pages: 2698–2708

I. INTRODUCTION

Volume reverberation at frequencies less than 10 kHz is
caused primarily by resonance scattering from swimbladders
of dispersed fish. Since fish populations naturally change
from deep to shallow water, one would expect the character
of volume reverberation to likewise change. However, be-
cause volume reverberation over shelf and slope waters has
not been of interest until recently, there are few data avail-
able to document expected changes.

In most deep water regions of the world’s oceans, the
dominant volume scatterers are small mesopelagic fishes.1

The geographic distributions of these fishes are governed by
water mass properties and are usually quite uniform within a
water mass.2 Therefore, the characteristics of volume rever-
beration in these regions are normally stable within a water
mass. In a few regions, such as the Norwegian Sea, larger,
commercial-size fishes are the dominant scatterers.3 These
fish are more mobile than the mesopelagics and they are not
uniformly distributed within a water mass. Thus, the charac-
teristics of volume reverberation in these regions will tend to
vary over a water mass.

Mesopelagic fishes are generally considered to be con-
fined to the deep ocean but significant numbers have been
captured over the outer shelf and slope in a number of areas,
including the Gulf of Mexico.4 Other fish communities found
on the outer shelf and slope include pelagic, semi-demersal,
and demersal species. Distributions of these fishes depend on
bottom depths and types and oceanographic conditions. In
shelf waters, bottom types and oceanographic conditions can
change over relatively short distances. Oceanographic condi-

tions also change over relatively short time periods. Thus,
the characteristics of volume reverberation over shelves can
be expected to be much more variable than in deep water.

During January 1993, the Naval Research Laboratory
~NRL! conducted an engineering test of new volume rever-
beration instrumentation in the Gulf of Mexico. This test was
designed to include a short experiment to examine volume
reverberation in deep, slope and shelf waters of the eastern
Gulf. The results of the experiment, which was the first time
NRL obtained volume reverberation data in relatively shal-
low water, are the subject of this paper.

II. MEASUREMENTS

Volume reverberation measurements were made from 9
to 11 January 1993 aboard theUSNS Bartlett (T-AGOR-13)
at the three locations shown in Fig. 1. Station 1 was in water
depths over 3000 m. Station 2 was on the continental slope
in 420–450 m. Station 3 was near the edge of the continental
shelf in 175–205 m. Day-time and night-time measurements
were made at each station.

The volume reverberation measurement technique em-
ployed explosive sources and downward-looking receivers to
measure volume scattering strengths versus depth over a
wide frequency range. Volume scattering strength (SV) is
defined as

SV510 log~sV!, where sV5~ I SCAT/I INC!. ~1!

I SCAT is the intensity of sound scattered from a unit volume
~1 m3! of water at unit distance~1 m! from the volume and
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I INC is the intensity incident on the volume.5 SV is given in
decibels.

Sources were 0.23 kg blocks of TNT electrically deto-
nated 0.5 m below the surface. This shallow detonation depth
allows the gas bubble created by the explosion to vent and
eliminates the multiple sound pulses caused by bubble oscil-
lations associated with detonations at greater depths.

The receiver NRL used prior to this experiment was an
NRL USRD Model F55, which consists of a 32-element line
hydrophone, 0.9 m long, mounted along the axis of a 1.8 m
diameter 45° conical reflector. By grouping the upper 8, 16,
or all 32 hydrophone elements, the F55’s 3 dB beamwidth
can be maintained between 10° and 20° between 2.5 and 20
kHz. At low frequencies, increasing beamwidth couples with
decreasing sensitivity to make the F55 ineffective. Under
conditions of high volume reverberation and low sea surface
reverberation, valid F55 data have been collected down to
800 Hz.3 In an effort to obtain usable data to lower frequen-
cies, the NRL USRD Model F78, a larger version of the F55,
was designed and built. The F78 consists of a 48-element
line hydrophone, 1.4 m long, mounted along the axis of a 2.7
m diameter 45° conical reflector. The upper 8, 16, 32 or all
48 elements of the F78 can be grouped. Beam patterns for
the first three groupings are similar to those of the F55.
Beamwidths of the 48 element grouping are less than 20°
down to 1.7 kHz. Both the F55 and F78 were deployed to a
depth of 8 m, just below the ship’s hull.

The primary purpose of the engineering test was to
evaluate the F78 and compare its performance to that of the
F55. Ideally, this would have been accomplished with both
receivers deployed at the same time. However, simultaneous
deployment was not possible, so measurements with the sec-
ond receiver were conducted as quickly as possible after
those with the first. Excluding the first set of day-time mea-
surements at Station 1, where a number of system checks
were conducted, and the day-time measurements at Station 3,
where there was a 1 hdelay, total time for a measurement
sequence with both receivers was about 1 h, with about 0.5 h
between the last shot with the first receiver and the first shot
with the second receiver.

After night-time measurements with the F55 were com-
pleted at Station 2 on 10 January, it was decided that weather

conditions had become too rough to deploy the F78. Mea-
surements at Station 2 with both the F78 and the F55 were
completed the following night, 11 January. Thus, there were
two night-time sequences at Station 2.

In previous experiments using the F55, a typical mea-
surement sequence consisted of six shots. For this experi-
ment, the typical sequence consisted of three shots with each
receiver. Received signals from each shot were amplified,
high- and low-pass filtered at 400 Hz and 12 kHz, digitized
at a 40 kHz sampling rate, and stored. Digitally stored data
were subsequently filtered into 1/6-octave bands and ampli-
tude versus time envelopes calculated for each band. Data
samples collected just prior to source detonation were used
to calculate average noise levels, which were used for noise
level corrections to the data. Noise level corrected ampli-
tudes were used to calculateSV for each band,

SV520 logV120 logt210 logE210 log~12cos~b/2!!

1act110 logh2FFVS2Gain2171.1, ~2!

whereV is the noise-corrected voltage amplitude,t is time in
seconds after source detonation,E is the source energy per
unit area in the 1/6-octave band in erg/cm2 at 100 m,b is the
3 dB beamwidth of the receiver,a is absorption in dB/m,c is
sound speed in m/s, theh term accounts for noncoincident
source/receiver geometry, FFVS is the free field voltage sen-
sitivity of the receiver in dB re 1 v/mPa, Gain is the ampli-
fication of the recorded signal, and 171.1 is a constant that
includes the density of seawater and unit conversions for
acoustic pressure and source energy. Equation~2! is derived
from a method published by Machlup and Hersey.6

This initial SV calculation uses ideal beam patterns,
which can cause scattering strengths below a strong layer to
be artificially raised due to off-axis signals from depths
within the layer. Therefore, entire beam patterns were used in
an iterative process to remove off-axis contributions from the
data.7 Images showing finalSV in dB on a color scale as a
function of frequency and depth were then produced for each
shot.

Depths where significant scattering occurred were deter-
mined by visually examining theSV images. Integration over
those depths produced a layer scattering strength (SL) for
each frequency band:

SL510 logE
zt

zb
sv dz, ~3!

wherez is depth in meters, andzt andzb are the depths of the
top and bottom of the layer.5 When more than one layer
existed at a location, integration over all layers produced a
total layer scattering strength (ST) for each frequency band.
Curves ofSL andST versus frequency were then produced.

III. RESULTS

TheSL andST curves obtained at each station constitute
the results of the experiment. Various combinations of these
curves are presented in this section.

FIG. 1. Station locations.
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A. Variability

Figure 2 shows night-timeST curves at each station.
Figure 2~a! indicates that shot-to-shot variability inST was
small for both receivers at Station 1. To quantify this vari-
ability, the absolute value of the differences inST for any two
shots was determined for each frequency and pair of shots
and an average absolute difference calculated. The average
absolute difference inST between any two shots was 0.8 dB
for both receivers. Differences between the F78 and F55
were also small. The average absolute difference between the
averages for each receiver was 1.6 dB. If the two frequency
bands below 2.5 kHz are neglected, the average difference
between the F78 and F55 was only 1.1 dB. Average differ-
ences inST were also small for the day-time measurements
at Station 1. Thus, results obtained using the F78 are essen-

tially equivalent to those obtained using the F55. This is
particularly true at frequencies above 2.5 kHz, where their
designs are virtually identical. Hence, any differences in re-
sults obtained with the F78 and F55 at other stations can be
attributed to something other than the receivers.

Variability in ST during a measurement sequence at Sta-
tion 2 was about the same as at Station 1. Figure 2~b! shows
results for the night of 11 January. Average absolute differ-
ences inST between shots were 0.6 dB for the F78 and 1.9
for the F55. The average absolute difference between the F78
and F55 was 1.7 dB; above 2.5 kHz, it was 1.2 dB. Differ-
ences during the day and during the night of 10 January were
also small. However, there were clear differences between
the two night-time sequences.

Variability in ST during a measurement sequence at Sta-
tion 3 was higher than at the deeper stations@Fig. 2~c!#.
Average absolute differences inST between shots were just
over 2 dB for both receivers. The average absolute difference
between the F78 and F55 was almost 4 dB; for frequencies
above 5 kHz, it was above 6 dB. Day-time variability was
also higher at Station 3 than at the deeper stations.

Based on the shot-to-shot differences inST of about 2
dB or less, reverberation was considered to be stable over the
5 to 15 minutes of a measurement with one receiver at all
three stations. Therefore, shots with a given receiver were
averaged for each sequence. At Stations 1 and 2, reverbera-
tion was considered to be stable over periods of 1 h or more
and shots with both receivers were averaged. Because results
for the two night sequences at Station 2 were different, they
were not averaged. At Station 3, there was noticeable vari-
ability over periods of 1 h or less and results from the two
receivers were not averaged.

B. Averages

Average depths, layer strengths of the individual layers,
and total layer strengths for Stations 1, 2, and 3 are shown in
Figs. 3–5, respectively. Two to four significant layers were
discerned for each station and time of day.

At Station 1 during the day, the strongest reverberation
was from depths between 250 and 800 m. During the night,
scatterers in the upper 200 m accounted for almost all the
reverberation. Overall, reverberation was much higher dur-
ing the night than during the day at all frequencies. Rever-
beration from the layer at 500 to 800 m changed very little
from day to night.

At Station 2 during the day, the strongest reverberation
at frequencies below 8 kHz was within 70 m of the bottom.
Night-time reverberation in the upper 150 m at frequencies
above 5 kHz was significantly stronger on 10 January than it
was on 11 January. Night-time reverberation below 150 m
was similar on the two nights. Night-time total layer
strengths were somewhat to much greater than day-time
strengths.

At Station 3, day-time reverberation in about 175 m of
water was weak and predominantly from the upper 80 m.
There were large changes in scattering strengths around 5
kHz over the 1.75 hour extent of the measurements. Night-
time reverberation in about 200 m of water was predomi-
nantly from the upper 100 m at frequencies below 5 kHz.

FIG. 2. Night-time total layer strengths for individual shots at~a! Station 1,
~b! Station 2 on January 11,~c! Station 3. Solid lines with crosses denote
F78 shots and dashed lines with triangles denote F55 shots.
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Above 5 kHz, there was substantial reverberation from all
depths, with significant variations in scattering strengths be-
low 100 m over the 0.5 hour extent of the measurements.
The most striking feature of the reverberation at this station
is the large increase in scattering strengths from day to night.
Night-time total layer strengths were 15–30 dB greater than
day-time strengths.

Figure 6 shows day-time and night-time total layer
strengths for all three stations. The temporal variations seen
at Stations 2 and 3 have been averaged in this figure. The
day-time curves are fairly similar at all three stations and
scattering strengths at most frequencies increase with in-
creasing water depth. The night-time curves all differ, with
the biggest difference being the high scattering strengths at
low frequencies at Station 3. Figure 6 shows that there can
be significant changes in volume reverberation moving from
deep water onto the continental shelf.

IV. SWIMBLADDER SCATTERING MODELING

In the Introduction, it was stated that one should expect
the character of volume reverberation to change from deep to
shelf waters and expect volume reverberation over the shelf
to be more variable on the shelf than in deep water. The
acoustic results fulfill these expectations. It was also stated
that these differences were due to differences in fish popula-

tions in deep and shelf waters. In this section, a swimbladder
scattering model is employed to examine possible differ-
ences in fish populations.

A. Swimbladder model

Swimbladders are essentially air bubbles that generally
resemble prolate spheroids with major-to-minor axis ratios
up to about 10. Omnidirectional scattering from the swim-
bladder dominates scattering from a fish at frequencies less
than to somewhat above the swimbladder’s resonance fre-
quency. The swimbladder scattering model employed in this
analysis assumes an air-filled sphere inside a viscous spheri-
cal shell.8 The spherical assumption is reasonable; scattering
functions of spheroids with aspect ratios of 10 are not appre-
ciably different from those of spheres except for a small
increase in resonance frequency.9,10The resonance frequency
( f 0) is dependent on swimbladder radius~r! and depth,

f 0
25~3gP!/~4p2r 2r!, ~4!

where P is the ambient pressure,g is the ratio of specific
heats of air~g51.4!, and r is the density of fish flesh~r
51050 kg/m3!. The present analysis includes a 10% increase
in resonance frequencies to account for the spheroidal nature
of swimbladders. The model calculates the acoustic cross-
section~s! of a swimbladder fish as a function of acoustic
frequency~f!:

FIG. 3. Layer strengths at Station 1:~a! Day-time, square,ST ; triangle,SL

for 80–250 m; diamond,SL for 250–500 m; circle,SL for 500–800 m;
inverted triangle,SL for 800–1000 m.~b! Night-time, square,ST ; triangle,
SL for 40–200 m; diamond,SL for 200–500 m; circle,SL for 500–800 m.

FIG. 4. Layer strengths at Station 2:~a! Day-time, square,ST ; triangle,SL

for 80–200 m; diamond,SL for 270–320 m; circle,SL for 380–450 m.~b!
Night-time, square,ST for January 10; asterisk,ST for January 11; triangle,
SL for 50–150 m for January 10; inverted triangle,SL for 80–150 m for
January 11; diamond,SL for 280–320 m; circle,SL for 360–420 m.
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s5
4pr 2

@~ f 0
2/ f 2!21#21@~2pr f /c!1~j/pr 2r f !#2

, ~5!

wherej is the viscosity of fish flesh.8 The second bracketed
term in the denominator is a damping term. The cross sec-
tions of a distribution of fish in a layer are summed to pro-
duce a layer strength

SL510 log(
i 51

N

s i110 log~F/N!, ~6!

wheres i is the acoustic cross section of theith fish andF is
the number of fish within a 1 m2 vertical column that extends
over the depth of the layer. The modeled layer strength is

then compared to acoustic data. Three parameters,r, F, and
z, can be varied to provide a ‘‘fit’’ of the model to the data.
The shape of the model curve is determined byr andz and
its level is determined byF. However, the depth range,z, is
determined from the acoustic measurements and is consid-
ered fixed, so that only the swimbladder size distribution is
varied.

Figure 7 shows the results of varyingz while holding r
andF constant, and the results of varyingr while holdingz
and F constant. In all cases,F50.1 fish/m2. Since most of
the scatterers were expected to be small mesopelagics, a
value ofj510 Pa s was deemed reasonable.8 Each curve has
a resonance peak, with a region of Rayleigh scattering at
frequencies below resonance and a region of geometric scat-
tering above. Keeping swimbladder size constant while in-
creasing depth increases the resonance frequency but has es-
sentially no effect on the level of the resonance peak.
Decreasing the size of the swimbladder while keeping the
fish at the same depth not only increases the resonance fre-
quency but also dramatically reduces the level of the reso-
nance peak. The difference in peak levels forr 50.4 cm and
r 50.12 cm is about 16 dB. Equation~2! indicates that about
10 dB @20 log~0.4/0.12!510# of that difference can be attrib-
uted to size difference; the other 6 dB is caused by greater
damping for the smaller swimbladders. This 16 dB difference
implies that 40 fish withr 50.12 cm would be required to
produce the same peak level as 1 fish withr 50.4 cm.

It should be noted that scattering from the bodies of fish
without swimbladders and other creatures such as squids can
produce significant reverberation if they are large and/or
abundant enough. For these animals, there is a Rayleigh scat-
tering region at low frequencies, a geometric scattering re-
gion at high frequencies, and a transition region between.
The SL curves in Figs. 3–6 that increase with increasing
frequency could be caused by these animals. However, un-
like scattering from swimbladders, scattering from these ani-
mals does not change with depth, so that reverberation
caused by them should not vary from day to night. Since the
SL curves at each station changed to some degree from day
to night as the layers rose in the water column, it was as-

FIG. 5. Layer strengths at Station 3:~a! Day-time, square,ST at 1330;
asterisk,ST at 1500; triangle,SL for 50–80 m at 1330; inverted triangle,SL

for 50–80 m at 1500; circle,SL for 80–175 m at 1330; diamond,SL for
80–175 m at 1500.~b! Night-time, square,ST at 2030; asterisk,ST at 2100;
triangle,SL for 50–100 m; circle,SL for 100–200 m at 2030; diamond,SL

for 100–205 m at 2100.

FIG. 6. Average total layer strengths at all stations. Solid lines, night-time;
dashed lines, day-time. Squares, Station 1; circles, Station 2; triangles, Sta-
tion 3.

FIG. 7. Swimbladder model results for various swimbladder sizes and
depths withF50.1/m2. Dotted line,r 50.12 cm at 50–100 m; long dashes,
r 50.20 cm at 50–100 m; solid line,r 50.40 cm at 50–100 m; dotted–
dashed line,r 50.40 cm at 200–300 m; short dashed line,r 50.40 cm at
500–700 m.
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sumed that animals without swimbladders were not impor-
tant scatterers at any station.

B. Data-model comparison

The viscous spherical shell swimbladder scattering
model has been used successfully in several widely different
ocean areas.3,11–13In each of these instances, there was from
fair to very good information on a few candidate fish species.
Thus, swimbladder radii were determined from knowledge
of fish sizes and fish size to swimbladder size relationships.
In the Gulf of Mexico, numerous species could be respon-
sible for scattering at 10 kHz. We have noa priori knowl-
edge of fish sizes and, therefore, have employed the swim-
bladder model in an iterative mode, varying bothr and F
until reasonable fits to the data were obtained. Iterations in-
cluded efforts to develop similar day and night size distribu-
tions for a given station.

Figures 8, 9, and 10 show data-model comparisons for
the three stations. Tables I–III give the size distributions that
produced the model curves. The figures show that, overall,
the iteratiave process can produce a good fit of the model to
the data. Minor differences occur where the model cannot
change as rapidly with frequency as the data. These differ-
ences do not significantly affect the interpretation of the
model results. The iterative process does not produce a
unique solution. Size distributions different from those in the

tables could produce equally reasonable fits to the data, but
the overall character of the distributions would have to be the
same and would not result in any changes in the interpreta-
tion of the results.

At Station 1 at night, a large number of small swimblad-
ders is required to match most of theSL curve for the shal-
low layer. Many fewer larger swimbladders are needed to
match the middle layer. Very few somewhat larger swimblad-
ders are needed to match the deep layer. For each layer, the
relatively few large swimbladders listed in~b! of Table I are
needed to produce the small bumps in theSL curves below 3
or 4 kHz.

During the day at Station 1, the shallow layer still re-
quires a relatively large number of small swimbladders (r
<0.15 cm) to match the high frequency (f >7 kHz) portion
of the SL curve; very few slightly larger swimbladders are
needed to match the curve between 4 and 7 kHz. Fewer
larger swimbladders are needed to match most of the mid-
layer. There was essentially no change in scattering from the
deep layer from night to day; therefore, night and day swim-
bladder size distributions are essentially identical. The very
deep layer effectively absorbs the large number of small
swimbladders required for the shallow night-time layer; the
curve was matched with a large number of small swimblad-
ders and a few larger ones. The large number of very small
swimbladders (r>0.15 cm) resonate above 20 kHz and,
therefore, have no effect. In fact, if having relatively equal
overall night and day size distributions was not an objective,

FIG. 8. Data/modelSL comparisons for Station 1 layers. Solid lines with
symbols denote data and dashed lines denote model results.~a! Day-time,
triangle, 80–250 m; diamond, 250–500 m; circle, 500–800 m; inverted
triangle, 800–1000 m.~b! Night-time, triangle, 40–200 m; diamond, 200–
500 m; circle, 500–800 m.

FIG. 9. Data/modelSL comparisons for Station 2 layers. Solid lines with
symbols denote data and dashed lines denote model results.~a! Day-time,
triangle, 80–200 m; diamond, 270–320 m; circle, 380–450 m.~b! Night-
time, triangle, 50–150 m for January 10; inverted triangle, 80–150 m for
January 11; diamond, 280–320 m; circle, 360–420 m.
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the SL curve for the very deep layer could have been
matched with a very few~F50.02! larger (0.3<r<0.6 cm)
swimbladders. As at night, the relatively few largest swim-
bladders listed in~a! of Table I for each layer are needed to
produce the small bumps in theSL curves below 3 or 4 kHz.

The primary purpose of a swimbladder is to enable a fish
to be neutrally buoyant~weightless in water!. To achieve
neutral buoyancy requires that a fish’s swimbladder volume
be about 5% of its total volume.14 For ‘‘normally-shaped’’
fishes, this results in fish length~L! to swimbladder radius
ratios of between 20 and 25. Mesopelagic swimbladders are
usually less than 5% of fish volume andL/r is between 25
and 30 for most mesopelagics.15,16 One exception is the
deep-bodied hatchetfishes, for whomL/r is closer to 15.16

The many small fish in the night-time shallow layer
were probably 2.5 to 6 cm long. Most of these fish migrated
to day-time depths below 800 m. Between 200 and 500 m,
the fish were primarily 4 to 8 cm both day and night. Hatch-
etfish are known to remain at the same depths day and night
and have been caught in the eastern Gulf of Mexico at depths
below 400 m.17,18 Therefore, the 500 to 800 m layer most
likely consisted of 3 to 9 cm long hatchetfish.

At Station 2 at night, scattering at 3 to 4 kHz cannot be
considered as no more than a bump in the Rayleigh scatter-
ing region of the high frequency scatterers, as it was at Sta-
tion 1. This is not because night-time scattering at 3 to 4 kHz

was higher at Station 2 than at Station 1, but because scat-
tering above 5 kHz was lower at Station 2 than at Station 1.
The night-time shallow layers at Station 2 differed for the
two nights. On 10 January, the strongest scattering was con-
centrated between 60 and 90 m; on 11 January, it was be-
tween 100 and 120 m. Matching theSL curve for 10 January
requires many small swimbladders (r<0.15 cm) for frequen-
cies above 4 kHz and very few larger ones below 4 kHz. For
11 January the mix is a little different; fewer, slightly larger
swimbladders are needed. The small peak around 3 kHz in
theSL curve for the mid-layer is produced by very few large
swimbladders (r>0.41 cm); a small number of smaller
swimbladders (0.16<r<0.4 cm) causes the scattering above
4 kHz. TheSL curve for the deep layer is similar to that of
the mid-layer. A very few large swimbladders (r>0.41 cm)
are required for the broad peak around 4 kHz and many more
smaller swimbladders (0.16<r<0.4 cm) are needed for
higher frequencies.

TheSL curve for the day-time shallow layer at Station 2
can be matched by a few small swimbladders. TheSL curves
for the mid and deep layers require fewer, slightly larger,
swimbladders. The large number of small swimbladders in
the night-time shallow layer could have migrated to either
the day time mid or deep layers; their contribution to either is
insignificant because their resonance is above 15 kHz. They
have been arbitrarily placed in the deep layer. For the mid
and deep layers, the largest swimbladders are needed only to
produce the small bumps in theSL curves around 2.5 kHz.

The natures of theSL curves at Stations 1 and 2 are
similar and swimbladder size distributions are generally
comparable. Hence, it is probable that mesopelagic fishes
were the cause of scattering at Station 2 also. The large num-
ber of fish required to cause scattering at the higher frequen-
cies of the night-time shallow layer were probably 2.5 to 4.5
cm long. Most of these fish migrated to the day time mid or
deep layers. The lower frequency scatterers in the night-time
shallow layer were primarily between 4 and 12 cm long.
Significant fish scatterers in the mid and deep day-time lay-
ers were between 4 and 12 cm long, while the mid and deep
night-time layers had fish between 4 and 24 cm long. These
larger fish either came off bottom at night or there was geo-
graphic variability that may or may not have been related to
depth. ~The day site was about 450 m deep and the night
sites were about 420 m.!

Many fishes have closed swimbladders which they can
actively maintain at constant volume at different depths,
thereby remaining neutrally buoyant during the day and
night. Other fishes have swimbladders that are open to the
stomach; these passively expand or compress with changing
depth. Since many mesopelagics maintain constant volume,14

the initial assumption was that all the fish at Stations 1 and 2
did so. Because night-time fish size distributions are similar
to day distributions at both stations, it appears that most, if
not all, of the larger fishes did maintain constant volume. If
the large numbers of small fish comprising the night-time
shallow layers let their swimbladders compress, their reso-
nance frequencies would be even further above 10 kHz than
under the constant volume assumption. Since, under either
scenario, day-time scattering from these small fish does not

FIG. 10. Data/modelSL comparisons for Station 3 layers. Solid lines with
symbols denote data and dashed lines denote model results.~a! Day-time,
triangle, 50–80 m at 1330; inverted triangle, 50–80 m at 1500; circle, 80–
175 m at 1330; diamond, 80–175 m at 1500.~b! Night-time, triangle, 50–
100 m; circle, 100–200 m at 2030; diamond, 100–205 m at 2100.
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influence the results below 10 kHz, their swimbladder behav-
ior is not a factor.

The SL curve for the night-time shallow layer at Station
3 was very different from that of any other layer. This layer
was the only one that had scattering concentrated over dif-
ferent depth ranges at different frequencies. The sharp peak
at 1.6 kHz was between 50 and 70 m. Modeling indicates
that very few swimbladders of a single relatively large size
(r 50.58 cm) are needed to produce this peak. The broad
peak at about 2.5 to 4 kHz was between 60 and 90 m. This
peak requires a few swimbladders of a broad size range
(0.16<r<0.5 cm). Higher frequency scattering was diffused
over the whole layer. A large number of small swimbladders
(r<0.15 cm) is required to produce theSL curve above 6
kHz. The scatterers comprising the night-time deep layer
changed over about 30 minutes. At 2100, a relatively large
number of small swimbladders (r<0.25 cm) produces most
of theSL curve, with very few larger swimbladders needed to
produce the small bump between 2 and 3 kHz. At 2030, a
very large number of small swimbladders (r<0.2 cm) pro-
duces the completeSL curve, contributions from larger
swimbladders are insignificant. In fact, Rayleigh scattering
from the small swimbladders does not decrease fast enough
with decreasing frequency to be able to match the data below
3.5 kHz. This difference between model and data below 3.5
kHz is probably due to errors in the data. Using a downward-

looking measurement technique, errors in the calculation of
SV are inevitable for a weak layer below a much stronger
layer. This is generally not a problem, since depths of strong
scattering are normally those of interest.

The high and low frequency portions of the 1330 and
1500SL curves for the day-time layers at Station 3 are about
the same; differences occur between about 4.5 and 6.5 kHz.
For the shallow layer, the high frequency portion of each
curve requires a few very small swimbladders (r<0.15 cm)
and the low frequency portion requires a very few larger
swimbladders (r>0.21 cm). From 4.5 to 6.5 kHz for the
shallow layer, matching the 1500 curve requires significantly
more small swimbladders (0.16<r<0.2 cm) than the 1330
curve. For the deep layer, the high frequency portion of each
curve requires a few small swimbladders (r<0.2 cm) and
the low frequency portion requires very few larger swim-
bladders (r>0.26 cm). From 5 to 6.5 kHz for the deep layer,
matching the 1500 curve again requires significantly more
small swimbladders (0.21<r<0.25 cm) than the 1330
curve.

The fish that produced the 1.6 kHz peak in theSL curve
for the night-time shallow layer at Station 3 were probably
12 to 15 cm long, assuming that their swimbladder volumes
were about 5% of fish volume. Trawling conducted by the
National Marine Fisheries Service~NMFS! shows that two
species in this size range, rough scad~Trachurus lathami!

TABLE I. ~a! Swimbladder radii used to model Station 1 day-time layers.~b! Swimbladder radii used to model
Station 1 night-time layers.

~a!

Radius range
cm

Number~F!

Shallow
80–250 m

Mid
250–500 m

Deep
500–800 m

Very deep
800–1000 m Total

0.1–0.15 1.4 0 0 5.6 7
0.16–0.2 0.0075 0.065 0 2.6 2.6725
0.21–0.25 0.0017 0.033 0.002 0.065 0.1017
0.26–0.3 0.0005 0.006 0.005 0.002 0.0135
0.31–0.4 0.000 15 0.003 0.004 0.0005 0.007 65
0.41–0.5 0.000 01 0.0008 0.004 0.0004 0.005 21
0.51–0.6 0 0 0.001 0.0002 0.0012
0.61–0.8 0 0 0.000 07 0.000 013 0.000 083
0.81–1.0 0 0 0.000 015 0 0.000 015
1.01–1.2 0 0 0.000 01 0 0.000 01
Total 1.409 86 0.1078 0.016 095 8.268 113 9.801 868

~b!

Radius range
cm

Number ~F!

Shallow
60–100 m

Mid
200–500 m

Deep
500–800 m Total

0.1–0.15 7 0 0 7
0.16–0.2 2.4 0.24 0 2.64
0.21–0.25 0.0017 0.1 0.002 0.1039
0.26–0.3 0.0005 0.016 0.005 0.0215
0.31–0.4 0.0006 0.03 0.004 0.0346
0.41–0.5 0.0003 0.0012 0.004 0.0055
0.51–0.6 0 0.0006 0.001 0.0016
0.61–0.8 0 0.000 35 0.0001 0.000 45
0.81–1.0 0 0 0.000 035 0.000 035
1.01–1.2 0 0 0.000 01 0.000 01
Total 9.4031 0.388 15 0.016 145 9.807 395
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and round herring~Etrumeus teres!, are common in the vi-
cinity of Station 3.4 Both species are winter residents of the
outer continental shelf. Rough scad have closed swimblad-
ders and herrings have open swimbladders. Thus, rough scad
swimbladders would be expected to be 5% of fish volume
and should resonate around 1.6 kHz. The picture for fish with
open swimbladders is unclear. One hypothesis is that such
fish are neutrally buoyant at night. If this is so, round herring
should also resonate around 1.6 kHz. Another hypothesis is
that herring rise to the surface and slightly overinflate their
swimbladders, but the swimbladders are then compressed at
both night-time and day-time depths. In the latter case, round
herring swimbladders would resonate at higher frequencies.
In fact, if 12 to 15 cm round herring swimbladders are 5% of
fish volume at the surface, they would compress to resonate
between 2.5 and 4 kHz at 60 to 90 m. If the fish causing the
broad peak at 2.5 to 4 kHz were neutrally buoyant, they
would have been 5 to 10 cm long. NMFS trawl data do not
indicate any fish of this size range in the vicinity of Station 3.
Thus, based on the NMFS trawls, the supposition is that
rough scad caused the peak at 1.6 kHz and round herring
caused the broad peak at 2.5 to 4 kHz. NMFS trawls also
caught large numbers of pearlsides~Maurolicus muelleri! in
the vicinity of Station 3.4 These fish are about 2 to 6 cm long,
which is the size range required for neutrally buoyant fish to
produce the high frequency portion of theSL curve for the

shallow layer and the completeSL curve for the deep layer.
Thus, the supposition is that pearlsides, which are common
permanent residents of the outer shelf, were significant scat-
terers throughout the water column at Station 3 at night.

The fish required to produce the day-timeSL curves at
Station 3 are the same sizes as those that produced the night-
time curves. However, many more fish of every size are re-
quired at night. Since night layers and day layers were at
about the same depths, night fish cannot be hidden in day
layers. One possible scenario is that the fish were on the
bottom during the day. However, scad, herring, and pearl-
sides are not day-time bottom dwellers. Another possibility is
geographic and/or depth differences between the day and
night measurement locations, which were 2 nm apart, with
the day measurement in about 175 m depth and the night in
about 200 m. Recent studies in the northern Gulf of Mexico
have shown that fish on the outer shelf can be quite patchy
and restricted to narrow depth ranges.19 Also, pearlsides are
much more abundant at 200 m than they are at 100 m.4 Thus,
patchiness and/or depth change could account for day/night
differences in the number of fish. One possibility is that a
few pearlsides are the primary day-time scatterers throughout
the water column and very few round herring near the bot-
tom are responsible for the peak around 6 kHz in theSL

curve for the deep layer at 1500. If an absence of the larger
scatterers was due to patchiness, then either or both species

TABLE II. ~a! Swimbladder radii used to model Station 2 day-time layers.~b! Swimbladder radii used to model
Station 2 night-time layers.

~a!

Radius range
cm

Number~F!

Shallow
80–200 m

Mid
270–320 m

Deep
380–450 m Total

0.1–0.15 0.15 0 6.05 6.2
0.16–0.2 0.001 0.024 0.026 0.051
0.21–0.25 0.0005 0.0025 0.012 0.015
0.26–0.3 0 0.0005 0.004 0.0045
0.31–0.4 0 0.000 11 0.0033 0.003 41
0.41–0.5 0 0.000 008 0.0002 0.000 208
0.51–0.6 0 0.000 0015 0.000 06 0.000 0615
0.61–0.8 0 0.000 001 0.000 004 0.000 005
0.81–1.0 0 0 0 0
1.01–1.2 0 0 0 0
Total 0.1515 0.027 1205 6.095 564 6.274 1845

~b!

Radius range
cm

Number~F!

Shallow
60–90 m

10th

Shallow
100–120 m

11th
Mid

280–320 m
Deep

360–420 m
Total
10th

Total
11th

0.1–0.15 6.2 1.2 0 0 6.2 1.2
0.16–0.2 0.001 0.025 0.007 0.03 0.038 0.062
0.21–0.25 0.0001 0.0017 0.0017 0.011 0.0128 0.0144
0.26–0.3 0.0001 0.0004 0.0007 0.003 0.0038 0.0041
0.31–0.4 0.000 35 0.000 24 0.000 45 0.002 0.0028 0.002 69
0.41–0.5 0 0.000 07 0.0002 0.0006 0.0008 0.000 87
0.51–0.6 0 0.000 02 0.000 16 0.0004 0.000 56 0.000 58
0.61–0.8 0 0 0.000 13 0.000 25 0.000 38 0.000 38
0.81–1.0 0 0 0 0 0 0
1.01–1.2 0 0 0 0 0 0
Total 6.201 55 1.227 43 0.010 34 0.047 25 6.259 14 1.285 02
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could have been at a slightly different day-time measurement
location and caused much higher scattering at the lower
frequencies.

V. CONCLUSIONS

Measurements in deep water and over the slope and
outer shelf in the eastern Gulf of Mexico demonstrate that
the character of volume reverberation changes from deep to
shallow water. Volume reverberation in shallower waters var-
ies more rapidly with respect to both time and space than that
in the deep ocean. Day-time total layer strength curves were
similar for all three locations, generally increasing with fre-
quency from 2 to 10 kHz. Scattering modeling indicates that
day-time reverberation at all three locations was caused by
small swimbladder-bearing fishes, the vast majority of which
were smaller than 10 cm. Night-time total layer strength
curves for the deep ocean and slope also increased with in-
creasing frequency. Essentially the same fish were respon-
sible for both day-time and night-time reverberation at these
two locations. These fish were almost certainly mesopelagic
species, the dominant scatterers in most deep ocean areas.
Night-time scattering at the outer shelf location was very
different. The night-time total layer strength curve at this
location had sharp peaks at 1.6 and around 2.5 kHz, with
comparable scattering strengths at high frequencies. Results

of extensive fisheries trawling in the eastern Gulf implicate
rough scad, round herring, and pearlsides as possible species
responsible for scattering at 1.6 kHz, 2.5 kHz, and higher
frequencies, respectively. Pearlsides could also have domi-
nated the day-time scattering at the outer shelf location.
Much of the difference between day-time and night-time
scattering seen on the outer shelf was probably due to patchi-
ness in the distributions of the larger scatterers; a slightly
different day-time location might have had significantly
higher scattering.
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A time-dependent model of the acoustic intensity backscattered by the seafloor is described and
compared with data from a calibrated, vertically oriented, echo-sounder operating at 33 and 93 kHz.
The model incorporates the characteristics of the echo-sounder and transmitted pulse, and the water
column spreading and absorption losses. Scattering from the water–sediment interface is predicted
using Helmholtz–Kirchhoff theory, parametrized by the mean grain size, the coherent reflection
coefficient, and the strength and exponent of a power-law roughness spectrum. The composite
roughness approach of Jacksonet al. @J. Acoust. Soc. Am.79, 1410–1422~1986!#, modified for the
finite duration of the transmitted signal, is used to predict backscatter from subbottom
inhomogeneities. It depends on the sediment’s volume scattering and attenuation coefficients, as
well as the interface characteristics governing sound transmission into the sediment. Estimation of
model parameters~mean grain size, roughness spectrum strength and exponent, volume scattering
coefficient! reveals ambiguous ranges for the two spectral components. Analyses of model outputs
and of physical measurements reported in the literature yield practical constraints on roughness
spectrum parameter settings appropriate for echo-envelope-based sediment classification
procedures. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1608018#
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I. INTRODUCTION

In the typical bottom echo-sounding geometry, a sound
pulse is transmitted by a sonar system and the time of arrival
of the echo provides a measure of the altitude of the sonar
above the bottom. However, the shape and duration of the
echo are often very different from the original pulse and
these distortions contain information about the seafloor
acoustic backscattering process as well as the relief and
geoacoustic properties of the bottom. By comparing a time-
dependent physical model of the acoustic intensity backscat-
tered by the bottom with data from a calibrated echo-sounder
operating at 33 and 93 kHz, we intend to infer physical char-
acteristics of the bottom such as the roughness of the water–
sediment interface and the mean grain size of the sediment,
and geoacoustic properties such as the sediment’s volume
scattering coefficient and its acoustic impedance.

The bottom echo intensity envelope model described in
this paper is a temporal implementation of the SONAR
equation,1,2 based on acoustic backscatter models described
in Jacksonet al.,3 and analytical tools developed by de
Moustier and Alexandrou4 for modeling seafloor echoes
measured with multibeam seafloor mapping sonars. No new
theories are presented; rather, a specific combination of
physical acoustic backscatter models, geoacoustic param-
eters, and echo processing techniques is used to estimate the
shape and intensity of the average bottom echo envelope

measured with simple calibrated echo-sounders. Similar tem-
poral models described by others include:~a! time-dependent
representations of surface and volume scattering originally
formulated in ‘‘Physics of Sound in the Sea;’’1 ~b! temporal
seafloor scattering models for swath-mapping sonars devel-
oped in Morgera,5 Morgera and Sankar,6 and de Moustier
and Alexandrou;4 ~c! comprehensive treatment of the time
dependence of signals scattered by rough surfaces given by
Berry,7,8 Berry and Blackwell,9 and Haines and Langston;10

~d! and, most specifically, average echo envelope models by
Nesbitt,11 Jackson and Nesbitt,12 de Moustier and
Alexandrou,4 and Pouliquen and Lurton,13,14 based on com-
bining energy backscattered from the sediment surface and
subbottom. Our approach differs from those presented in
Refs. 4, 11–14 in its attempt to model and match absolute
sound-pressure echo levels measured with a fully calibrated
sonar system. Most of the model parameters used are com-
mon to Refs. 1–14, with some variations due to choice of
physical scattering models detailed herein; however, we pro-
pose a specific combination of these parameters in a numeri-
cal implementation that incorporates the digitized transmit-
ted waveform, and formulations for reducing the number of
geometric dimensions during synthesis of the average back-
scatter echo envelope. The attempt to obtain absolute back-
scatter levels related to measurable geoacoustic parameters
sets this work apart from mostly phenomenological sediment
characterization approaches used in commercial systems,15,16

which rely on nonparametric classifiers to separate the vari-
ous substrates, and require independent identification of the
substrate by video or core sampling.

At the acoustic wavelengths of interest here~respec-
tively, 4.5 and 1.6 cm at 33 and 93 kHz! the generalized
Rayleigh criterion for diffuse scattering of a monochromatic

a!Parts of this manuscript were presented at the 137th meeting of the ASA
@de Moustier and Sternlicht, J. Acoust. Soc. Am.105, 1080~1999!#.

b!Current address: Dynamics Technology Inc., 21311 Hawthorne Blvd.,
Suite 300, Torrance, CA 90503. Electronic mail: dsternlicht@dynatec.com

c!Current address: Center for Coastal and Ocean Mapping, University of
New Hampshire, 24 Colovos Road, Durham, NH 03824. Electronic mail:
cpm@ccom.unh.edu
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sound wave, with wavelengthla and wave numberka

52p/la , on a surface with rms height deviations about a
mean plane

2kas@1, ~1!

implies that the rms height deviationss must exceed 1 cm.
This is satisfied in the data presented here for sandy and silty
substrates in San Diego Bay, and we can use a modeling
approach based entirely on incoherent scattering. Also, at
these frequencies, penetration of the bottom is limited to the
first few meters; therefore, assumptions of bottom homoge-
neity are more likely to be valid. Based on the assumptions
that interface scattering dominates the return at normal inci-
dence and volume scattering dominates at oblique incidence,
temporal separation of these components is achieved by in-
formed selection of transducer beamwidth and orientation.

The model incorporates the characteristics and geometry
of the echo-sounder: the transducer’s beam pattern, its alti-
tude, its tilt with respect to vertical, the characteristics of the
transmitted sound pulse, and the roll and pitch angles of the
platform to which the transducer is mounted; and environ-
mental factors: spherical spreading and absorption losses as
the signal propagates through the water column, backscatter-
ing of the signal at the water–sediment interface, and by
inhomogeneities in the sediment volume.

The mean grain size, defined as (Mf52 log2 Dg) where
Dg represents the mean particle diameter in millimeters, is an
important component of the sediment’s compressional sound
speed, saturated bulk density, and attenuation constant, and is
of particular interest as it roughly correlates to these param-
eters through a set of experimentally derived linear regres-
sion equations developed by Hamilton17 and refined by
others.18,19

Following Jackson et al.,3 Nesbitt,11 Nesbitt and
Jackson,12 de Moustier and Alexandrou,4 and Pouliquen and
Lurton,13 the acoustic backscattering at the water–sediment
interface and in the sediment volume are modeled and com-
puted independently, then summed to estimate the overall
echo intensity measured by the echo-sounder~Fig. 1!. For-
mally, the time-dependent intensity of the bottom backscat-
tered acoustic signalI (t) measured at the transducer’s face
equals the sum of the intensityI i(t) backscattered at the
water–sediment interface and the intensityI v(t) backscat-
tered from the sediment volume

I ~ t !5I i~ t !1I v~ t !. ~2!

This paper provides a detailed description of the model
and of its sensitivity to changes in its parameters. Data ex-
amples are presented with the echo alignment and ensemble
averaging processes required to compare measured and mod-
eled echo envelopes. Then, a metric is developed to quantify
the closest fit between model and data from which seafloor
geoacoustic parameters can be inferred, and the potential for
ambiguous results is discussed. The implementation of this
model for automatic geoacoustic parameter estimation is the
subject of another paper by the authors.20

II. MODEL

This section describes the components of Eq.~2!, which
define the temporal model of high-frequency acoustic seaf-
loor backscatter.

A. Sediment interface characteristics

The analytical form of the signal component backscat-
tered by the water–sediment interface is based on a solution
of the Helmholtz diffraction integral for monochromatic
sound waves. It uses the Kirchhoff approximation to express
the pressure field at planes that are locally tangent to the
interface, and the reflection coefficient,R(u i) at angle of
incidenceu i , is assumed constant at each point on the inter-
face and equal to the normal incidence reflection coefficient
R'5R(0). The reflection coefficient is a function of the
ratios of sediment saturated bulk density over water mass
density ~r! and sediment sound speed over water sound
speed~n!

R~u i !5
rn cos~u i !2@12~n sin~u i !!2#1/2

rn cos~u i !1@12~n sin~u i !!2#1/2
. ~3!

Given that we are concerned with acoustic backscatter mea-
surements near normal incidence, shadowing and multiple
scattering effects are neglected.

The relief statistics of the sediment interface are as-
sumed to be isotropic and described by Gaussian-distributed
height deviations~z! about a mean plane, with rms heights,
and by a 2D energy density spectrum. Sincez is usually not
stationary, and since the choice of a reference surface is

FIG. 1. Separation of acoustic backscatter contributions due to interface
roughness and subbottom volume inhomogeneities.
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somewhat arbitrary, it is useful to consider the height differ-
ence between points on the surface separated by a fixed dis-
tance~horizontal vectorr !. This height difference is a locally
stationary random variable whose mean-squared value is the
structure functionD(r )

D~r !5^@z~r1ro!2z~ro!#2&. ~4!

As described in Appendix B of Ref. 21, the relief energy
density spectrumW(k) for the 2D spatial wave vectork of
magnitudek, and the structure function are related by

D~r !52E
2`

` E
2`

`

~12cos~k"r !!W~k!d2k. ~5!

Power-law relief spectra have been measured over a wide
range of spatial wavelengths, from geographic scales
~meters–kilometers!22–24 to centimeter scales commensurate
with high-frequency acoustic wavelengths.25–28 The relief
energy density spectrumW(k) is formulated as3,19

W~k!5w2k2g, ~6!

where the spectral strengthw2 has units of length to the
power ~42g!, whereas the spectral exponentg is unitless.
For a reference lengthho , W(k)5w2(hok)2g. This removes
dimensionality from the power term, and givesw2 the di-
mensionality ofho

4. In this work ho51 cm, andw2 is ex-
pressed in cm4.

Spectral analyses of centimeter-scale topography have
yielded 2D spectral exponents in the range 2,g,4 ~Refs.
25–28!. In the absence of measurements, a mean value of
g53.25 can be assumed for most bottom types.19 In practice,
g andw2 are determined by straight-line regression fit to the
2D spectra plotted on log–log scale, over spatial wave num-
bers spanning roughly an order of magnitude above and be-
low the acoustic wave number.

Integration of Eq.~5!, after substituting in Eq.~6!, yields
a simple expression for the structure function3

D~r !5Cz
2r 2a, ~7!

with the structure constantCz given by

Cz
25@2pw2G~22a!222a#/@a~12a!G~11a!#, ~8!

where G is the gamma function, anda5~g/2!21 is con-
strained between 0 and 1.

Following Jacksonet al.,3 the bandlimited power-law re-
lief spectrum is separated into large- and small-scale rough-
ness components with the boundary defined by a cutoff spa-
tial wave numberkc

kc5S g22

8pw2ka
2 cos2 u i

D 1/~22g!

. ~9!

Within the bandlimited large-scale relief, we shall use also
the mean-square slope§2 to compute sound energy transmis-
sion into the sediment, and the mean-square curvatureRc

22

for the Kirchhoff criterion

§252pE
0

Kc
W~k!k3dk5

2pw2kc
42g

42g
, ~10!

Rc
2252pE

0

Kc
W~k!k5dk5

2pw2kc
62g

62g
. ~11!

B. Sediment volume characteristics

At 10–100 kHz, penetration of water-saturated sedi-
ments is limited to the first several meters, and the bottom
can be modeled as a lossy fluid with acoustic scattering due
to fluctuations in the density and refraction indices of the
medium. In addition, the intensity of a plane monochromatic
sound wave entering the sediment is attenuated with dis-
tance. The corresponding attenuation coefficientab in dB/m
is usually frequency dependent

ab5kpf a
m , ~12!

wherekp is an attenuation constant expressed in dB/m/kHz,
and f a is the acoustic frequency in kHz. For unconsolidated
ocean sediments of the type presented here, we follow
Hamilton’s observations ofm51 and employ his regression
equations29 relatingkp to the mean grain size (Mf).

Ivakin and Lysanov30 described a sediment volume
backscatter model which includes the dissipative effects of a
lossy medium and the transmission characteristics of a ran-
domly rough interface. They used bottom slope variations to
compute the energy transmitted through the interface. Jack-
son et al.3 combined these ideas with Stockhausen’s31

scheme for subbottom acoustic scattering below a flat sur-
face, by integrating transmission terms over a Gaussian dis-
tribution of incidence angles whose mean value was deter-
mined by the rms slope~§!. This approach is a variant of the
composite roughness scattering model described by
McDaniel and Gorman.32 Here, we modify the composite
roughness treatment to account for the finite duration of the
transmitted signal.

C. Angle-dependent seafloor acoustic backscatter

Following the results of Jacksonet al.,3 the angular-
dependent backscatter coefficient (si) at the water–sediment
interface is given by

si~u i !55 R'
2 @8p cos2~u i !sin2~u i !#

21E
0

`

exp~2qu2a!

3Jo~u!u du u i.0

R'
2 @8pa#21Cz

22/a~2ka
2!~a21!/aG~1/a! u i50,

~13!

with

q5cos2~u i !sin22a~u i !Cz
22122aka

2~12a! . ~14!

In this formulation,Jo is the zeroth-order Bessel func-
tion of the first kind, and the normal incidence term is as
derived in Ref. 4.

In the sediment volume, we use the unitless acoustic
backscatter cross section per unit area per unit solid angle
sv l(u i), defined by

sv l~u i !5s2Vl~u i !/A, with A[2/~10 log10e!, ~15!

whereVl(u i) accounts for the two-way transmission losses at
the water–sediment interface with large-scale roughness hav-
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ing small rms slope. This expression is identical to the large-
scale volume scattering cross section described in Jackson
et al.,3 wheres25sv /ab is termed the volume parameter,
andsv is the volume scattering coefficient.

Stockhausen31 gave an angle-dependent expression for
two-way transmission through a flat water–sediment inter-
face in terms of the plane-wave coherent reflection coeffi-
cient R and the sound-speed ration at the interface

Vf~u i !5@12R2~u i !#
2 cos2~u i !@12~n sin~u i !!2#21/2.

~16!

However, at 10–100 kHz very few water–sediment inter-
faces are likely to appear flat, and the effects of interface
roughness must be considered in the two-way transmission
through the interface. This is done by considering the distri-
bution of incidence angles expected for large-scale rough-
ness with local slopeq, such that the angle of incidence with
respect to the local surface isu i –q.

If we assume that the slopes are Gaussian distributed
about the horizontal plane, with small rms slopes~§,0.1!,
then the transmission term for large-scale interface rough-
ness,Vl , is the average of the flat surface coherent reflection
coefficients at each planar slope facet of the rough surface

Vl~u i !5
1

Ap§
E

2~p/22u i !

`

Vf~u i2q!expS 2
q2

§2 D dq.

~17!

Angle-dependent backscatter curves (S(u i)) for sand
(Mf52), silt (Mf54), and clay (Mf57) substrates are
computed for acoustic frequencies of 33 and 93 kHz, and
plotted in Fig. 2, where generic values for the sediment geoa-
coustic parameters are correlated to mean grain size by the
relationships described in Appendix A. These plots illustrate
the dominance of interface scattering around normal inci-
dence, giving way to volume scattering for angles exceeding

5–10 degrees. However, sand substrates exhibit a more
gentle curve slope, whereas clay substrates exhibit large in-
terface scattering strengths about normal incidence, falling
off sharply asu i increases. As large particles are more likely
than fines to settle in high-energy hydrodynamic environ-
ments, the relief energy density spectrum of coarse-grain
sediments~small Mf) typically has more energy~higher
spectral strengthw2) than that of fine-grain sediments. An
increase inw2 causes a commensurate increase in the cutoff
spatial wave numberkc @Eq. ~9!#; hence, higher spatial fre-
quencies are included in the theoretical large-scale surface
roughness. It follows that the estimated rms slope~§! of the
interface increases, yielding more backscattered energy at
higher angles and a backscatter curve with a gentler slope.
While increasing roughness, relative to the acoustic wave-
length, reduces the normal incidence component, this trend is
typically offset by a commensurate rise in the impedance
contrast~rn!, resulting inS(0) values which are similar for
each of the three substrates.

D. Time-dependent sediment interface backscatter

Consider a monostatic transducer at altitude~a! which
emits a pulse of durationtp seconds, with an intensity time
seriesI x(t), 0<t<tp . The energy in the pulse propagates as
a spherical shell with sound speednw . The intersection of
this shell with the bottom initially takes the shape of a disk,
changing to that of an annulus. For a level surface, the pulse
impacts nadir at timea/nw , and the annulus diverges from
this point of origin. The bottom projection at some timet
.a/nw1tp is illustrated in Fig. 3.

The length of the pulse in water isnwtp , and its leading
and trailing edges make anglesu2 andu1 , respectively, with
nadir. The average echo intensity envelopeI i(t) of the back-
scattered signal begins at the time ofbottom detect, tbd

52a/nw . The backscattered energy in the scenario of Fig. 3

FIG. 2. Angular dependent seafloor
acoustic backscatter at 33 and 93 kHz.
Top row: total backscatter strengthS
510 log10(si1sv l) over silt, and com-
ponent backscatter strengthsSi

510 log10(si) for the interface term
@Eq. ~13!#, and Sv l510 log10(sv l) for
the volume term@Eq. ~15!#. Bottom
row: total backscatter strengthS over
sand, silt, and clay.
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reaches the receiver att5tbd /cosu2. The elemental areadA
is located at incidence angleu i , azimuthal anglec, and
rangeR5a/cos(ui) such that

dA5R2 sin~u i !du i dc. ~18!

Similar to sonar equation formulations described in
Refs. 4, 11, 13, and 33, the total acoustic intensity field back-
scattered by the interface and received at the transducer is
evaluated over the angular sectorsu1<u i<u2 and 0<c,2p
by convolving the transmitted waveformI x(t) with the bot-
tom backscattering coefficientsi(u i) bound by the transducer
beam patternb(u i ,c)

I i~ t !5E
c50

2p E
u i5u1~ t !

u2~ t !
I xS t2

2R

nw
D si~u i !b

4~u i ,c!

R410awR/5
dA,

~19!

where

u1~ t !5H cos21S 2a

nw~ t2tp! D t2tp>tbd

0 t2tp,tbd

and ~20!

u2~ t !5H cos21S 2a

nwt D t>tbd

0 t,tbd ,

and terms in the denominator of Eq.~19! account for spheri-
cal spreading and absorption in the water column during the
round-trip travel of the pulse between the transducer and the
seafloor.aw is the frequency-dependent absorption coeffi-
cient in water. In the ideal case of a perfectly rectangular
transmit pulse, the transmitted intensityI x(t2@2R/nw#)
may be replaced by the constantI x and moved outside the
integral.

For sediment interface scattering we use the Kirchhoff
approximation with the power-law roughness spectrum to
calculate the bottom backscattering coefficientsi(u i).

3,4,11

This approach has a frequency dependence based on power-
law seafloor roughness spectra. This is in contrast to the
geometrical optics approach which relies on the high-
frequency limit of the Kirchhoff approximation, as described
by Beckmann and Spizzichino34 and Brekohvskikh and

Lysanov,35 and used in Pouliquen and Lurton13 as a
frequency-independent interface scattering component. This
high-frequency limit does not exist in the power-law spec-
trum formulation chosen here. Although each approach has
been used successfully in prior work,7,11,13 we chose the
frequency-dependent path because the power-law spectrum
is linked to the relief statistics@Eq. ~4!# of the types of sedi-
ments considered here.

Discrete formulation and implementation of our time-
dependent sediment interface backscatter model is described
in Appendix B 1.

E. Time-dependent sediment volume backscatter

Single scattering is assumed and the statistics governing
subbottom inhomogeneities are assumed to be isotropic and
homogeneous, leading to a constant sediment volume scat-
tering coefficientsv .

Figure 4~a! shows a closeup of the elemental surfacedA
at time t.(R/nw)1tp , where a portion of the incident en-
ergy has refracted into the sediment, and the edges of the
pulse have propagation distances (l 1 ,l 2), referenced from
the point of entry into the sediment.

We express the acoustic scattering from the sediment
volume as a convolution of the transmit signalI x(t) with the
volume scattering characteristics along the propagation path,
taking into account the effects of transducer directivity and
of round-trip spherical spreading and absorption in the water
column. At timet, the total sediment volume backscattering

FIG. 3. Geometric representation of the elemental areadA and volumedV
used to compute the time-dependent echo intensity envelope.

FIG. 4. Integration of backscattered energy from an elemental volume tube:
~a! Volume scattering geometry, where scatterers within the tube are insoni-
fied from distancesl 1 to l 2 ; ~b! illustration of transmitted pulse and juxta-
position with region described in~a!.
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field I v(t) is the sum of all the contributions from volume
tubes of cross sectiondA that converge at the transducer’s
face. It is expressed in integral form, over the angular inter-
vals 0<u i<u2 and 0<c,2p, as

I v~ t !5E
c50

2p E
u i50

u2~ t ! svb4~u i ,c!

R410awR/5
Vl~u i !

3H E
l 1~ t !

l 2~ t !
I xS tp2

l 2 l 1~ t !

nb
De22beldlJ dA, ~21!

with u2(t) defined in Eq.~20!, and

l 1~ t !5H F t

2
2tp2

R

nw
Gnb t>2S R

nw
1tpD

0 t,2S R

nw
1tpD

and ~22!

l 2~ t !5H F t

2
2

R

nw
Gnb t>2R/nw

0 t,2R/nw .

Equation~21! is valid from normal incidence to the critical
angle.

Spherical spreading within the elemental tubes is consid-
ered negligible, and the assumption of statistical volume ho-
mogeneity allows placement ofsv outside the bracketed
convolution integral. The integrand includes a spatial repre-
sentation ofI x(t), tempered by the absorption characteristics
of the sediment. The round-trip attenuation between scatter-
ing centerl and the water–sediment interface is expressed
with the exponential intensity attenuation ratebe , which has
units of power nepers per unit distance.

In model computations, the transmitted waveform is
digitized and the bracketed integrand of Eq.~21! is evaluated
numerically at each timet. If one assumes a perfectly rect-
angular pulse,I x may be moved outside of the integral, and
the remaining expression evaluates to an attenuation length
L(t), which we define as

L~ t ![E
l 1~ t !

l 2~ t !
e22beldl5

1

2be
~e22bel 1~ t !2e22bel 2~ t !!.

~23!

Note that the time dependency can be removed by as-
suming an ideal rectangular pulse of length much greater
than the energy extinction depth of the substrate, and by
evaluating the integral forl 5@0,̀ #. In this limiting caseL
'1/(Aab), where ab54.343be is the sediment compres-
sional wave attenuation coefficient andA52/(10 log10e).

We follow Refs. 3, 4, and 11 and adopt Stockhausen’s31

semiempirical method for calculating the sediment volume
backscatter coefficientsv ~Sec. II C!, employing two rough-
ness scales for determining transmission of acoustic energy
through the water–sediment interface,3,4 instead of the physi-
cal approach of Chernov36 and Ivakin and Lysanov,30 based
on estimates of sound speed and density fluctuations in the
bottom, and used by Pouliquen and Lurton13 with a flat
water–sediment interface. Our conservative approach sacri-

fices sound speed and density heterogeniety inversion poten-
tial for straightforward estimates of seafloor volume scatter-
ing strength. We chose this simpler approach because volume
heterogeneity measurements from undisturbed sediments are
currently difficult to obtain,37 and thus existing analytical
descriptions of sound speed and density correlation lengths
in the sediment are not yet validated. Eventually, the more
stringent physical approach to estimating sediment volume
characteristics should be a powerful addition to the inversion
process.

The discrete formulation of our time-dependent sedi-
ment volume backscatter model is described in Appendix
B 2, with its implementation for finite duration, variable am-
plitude transmit signals.

F. Influence of seafloor macro-roughness

The model described so far predicts the average echo
intensity envelope measured with a monostatic transducer
aimed at the bottom. The model includes the ratio of scat-
tered to incident energy as the pulse traverses the water–
sediment interface and penetrates the substrate. Volume scat-
tering is treated in three dimensions and scattering at the
interface is essentially two-dimensional because the en-
semble of scattering elementsdA are aligned along a mean
flat horizontal plane at distancea from the transducer~Fig.
3!. Significant deviation of bottom relief from this mean
plane at the scale of a beam footprint may result in elonga-
tion of the echo, as illustrated in Fig. 5. Temporal stretching
of the echo due to large-scale bottom roughness is incorpo-
rated by convolving model computations based on the small-
scale relief with the height distribution of the interface relief
as described by several authors.9,10,13,38,39The specifics of
our discrete implementation of this macro-roughness effect
are described in Appendix B 4.

FIG. 5. Lengthening of the echo due to macro-roughness.
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III. DATA

With a calibrated echo-sounder, bottom echoes were col-
lected over substrates in San Diego Bay ranging from clay to
sand. The acoustic frequencies~33 and 93 kHz!, transducer
orientations~maximum response axis at 0°–15° incidence!,
and23-dB beamwidths~10°–21°! of the system are consis-
tent with the scattering theory incorporated in the temporal
model. The transducer was elevated to a specified angle from
nadir in the roll plane. Angles of pitch and roll were digitized
for each ping and, combined with knowledge of local
bathymetry, used to determine the incidence angle (uT) of
the transducer’s maximum response axis.

The waterfall and raster plots of Fig. 6~a! depict 100
consecutive bottom echoes from the San Diego Bay silt sub-
strate measured at 33 kHz, withuT52°. With 5 pings per
second at a vessel speed of 1 kn, a small bottom patch would
typically be sampled 60 times over the23-dB footprint of
the beam; thus, spatial overlap of echoes between consecu-
tive pings is greater than 98%.

Acoustic wavelengths at frequencies greater than 10 kHz
are generally small compared to the large-scale relief of the
water–sediment interface, resulting in mostly incoherent
scattering of the incident acoustic energy@Eq. ~1!#. As seen
in Fig. 6~a!, bottom echoes are incoherent, varying signifi-
cantly in amplitude and shape as the sonar translates longi-

tudinally above the interface. Because of this variability, ech-
oes must be treated stochastically.

The measured bottom echo consists of a pulsed CW sig-
nal modulated by the scattering process. Envelope detection
of this signal yields an rms pressure time series,p(t), ex-
pressed in units of pascals~Pa!, and represented by the dis-
crete sequencep@n# when sampled with a periodte . For
comparison with the temporal model, an ensemble ofM con-
tiguous returns is characterized by the average echo sequence
pa@n# with N samples, and a mean altitude (ā) representing
the transducer–bottom distance along a vector normal to the
water–sediment interface

pa@n#5
1

M (
m50

M21

p@m,n#, n50,1,...,N21. ~24!

As we only have knowledge of the signal at amplitudes
above the noise floor,pa@n# is truncated at both ends by
application of a threshold minimum,Pth . The leading edge
index corresponding toPth identifies the time ofbottom de-
tect (tbd), allowing for calculation of the mean altitude

ā5
nwtbd

2
, ~25!

where straight-path association ofā and tbd is a reasonable
assumption for the modest transducer elevation angles char-

FIG. 6. Waterfall and raster plots illustrating the effect of echo alignment techniques:~a! none;~b! peak with horizontal red line at the signal maxima;~c!
leading edge threshold;~d! group delay.
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acterizing the measurements. This value ofā is used for
generating the echo envelope model.

In the following sections the ensemble size~M! neces-
sary for computing the average echo envelope is discussed,
and alignment techniques compensating for vessel heave and
topography variations are described.

A. Ensemble size

The left-hand-side plots of Fig. 7 represent the peak rms
pressure~top! and the corresponding elevation angles mea-
sured with a clinometer for the 100 sequential echoes of Fig.
6~a!. The energy density spectra displayed to the right indi-
cate that most of the energy in the peak rms pressure se-
quence occurs at short spatial periods, and is minimal around
1.3 m—where the energy in the elevation angle spectrum is
maximum. Hence, under stable survey conditions, changes in
sensor attitude which are small relative to the beamwidth
~standard deviation of 0.2° vs23-dB beamwidth of 10°!
have a negligible effect on the bottom echo statistics.

From analysis of a number of such data sets, we con-
cluded that averaging over an echo ensemble covering the
footprint of the 26-dB width of the beam~8.3 m in this
scenario! provides adequate statistical representation. For the
San Diego Bay measurements,M5100 pings meets or ex-
ceeds this criterion.

B. Echo envelope alignment

Envelope averaging should be performed on echoes that
have been aligned in time, thus removing the effects of trans-
ducer heave and of small depth variations over consecutive
pings. In this section, we compare the effectiveness of two
common alignment techniques based on~1! the threshold
minimum (Pth) and ~2! the echo peak amplitude, and we
introduce a third method which exploits phase information in
the echo’s discrete Fourier transform.

Echo alignment typically relies on tracking and indexing
a temporal feature. The echoes within the ensemble are then
shifted in time to line up on that feature. For the two-

dimensional matrixp@m,n# of Eq. ~24!, an alignment index
( j m) takes on integer values (0< j m<N21). A mean align-
ment index,j, defined by

j 5
1

M (
m50

M21

j m , ~26!

leads to a delaydm5 j m2 j for each of theM echoes. This
yields the aligned arrayp@m,(n2dm)# that is substituted for
p@m,n# in ~24! to compute the average echo sequence
pa@n#.

The temporal features presented here for comparison are
labeled on the canonical echo envelope illustration of Fig. 8.
This signal is characterized by a well-defined initial rise and
peak amplitude, followed by a slow decay. The threshold
minimum and peak amplitude indices associated with the
times Tt and Tp are identified by serial search through the
sequence,p@n#.

For echoes with poorly defined temporal features we
employTg , which is determined by a process analogous to
calculating the signal’s group delay. This method provides an
alignment index based on energy contributions spanning the
entire length of the return, rather than on a single temporal

FIG. 7. Amplitude and spectra of peak
rms pressure and corresponding trans-
ducer elevation angle measured along
survey track.

FIG. 8. Signal features used for echo envelope alignment offsets: threshold
Tt ~rising edge!, Tp ~peak!, Tg ~group delay!.

2716 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 D. D. Sternlicht and C. P. de Moustier: Time dependent seafloor backscatter



feature. In this scheme, each sample ofp@n# is represented
by a phasorP@n#, with amplitudep@n# and phasefn , such
that

P@n#5p@n#eifn, ~27!

and

fn5
2pn

N
2p, 2p<fn,p. ~28!

The weighted phasef for the energy in the echo envelope is
determined by

f5argH (
n50

N21

P@n#J , ~29!

where ‘‘arg’’ refers to the phase of the bracketed quantity.
Echoes situated near the beginning of the time window have
a negativef, whereas echoes situated toward the end of the
window exhibit a positivef. The alignment index (j m) cor-
responding to themth ping in an ensemble is calculated as

j m5
f1p

2p
~N21!, ~30!

yielding Tg5 j mte . We refer to this method as group delay
alignment, as expanding Eq.~29! reveals a formula similar to
the phase slope of the discrete Fourier transform evaluated at
the first two Fourier coefficients.

The effects of applying alignment techniques to an en-
semble of measured echoes are illustrated in Figs. 6 and 9.
The panels of Figs. 6~b!–~d! represent the adjusted envelopes
p@m,(n2dm)# resulting from peak, threshold, and group de-
lay alignments of the data in Fig. 6~a!. In the top panels of
Fig. 9, average echo envelopes created from these data seg-
ments are plotted alongside temporal model computations for
which bottom characteristics were determined from grab
samples and video images. The signal to error ratio~S/E!
quantifies the model-data fits, and is evaluated as follows:

~1! Truncate the leading and trailing edges of the temporal
model simulation, p̂a@n#, by applying the threshold
minimum Pth .

~2! Align pa@n# and p̂a@n# along their respectivePth lead-
ing edge indices.

~3! Truncate the tail end of the longer of the two time series
such thatpa@n# and p̂a@n# are of equal length.

~4! Define n1 and n2 as initial and final indices for both
waveforms and calculate S/E according to

S/E5
(n5n1

n2 pa
2@n#

(n5n1

n2 ~pa@n#2 p̂a@n# !2
, ~31!

for which a high value represents a ‘‘good’’ match of
model with data.

This figure of merit is independent of signal scale and
length, and thus provides a convenient comparison of match-
ing results across data sets.

As seen in Fig. 9~a!, averaging ‘‘raw’’ data may result in
a distorted rising edge—quantified by the low S/E ratio of 11
dB. Alignment by peak tracking@Figs. 6~b!, 9~b!# yields a
poor representation of the echo. In general, alignments based
on signal enhancement techniques~e.g., peak tracking and
matched filters! induce vertical disproportions, unsuitable for
echo envelope matching.

Bottom echoes from substrates whose relief is small
compared to the acoustic wavelength exhibit consistent tem-
poral energy distributions, particularly when measurements
are conducted near normal incidence. In these situations,
stacking and averaging via minimum threshold@Fig. 6~c!#
preserves the integrity of the echo’s rising edge, as demon-
strated by the 26-dB signal to error match of Fig. 9~c!.

In comparison to the other alignment techniques, group
delay alignment@Fig. 6~d!# yields a more symmetric distri-
bution of signal energy about the alignment index@Fig. 9~d!#,
and is less likely to trigger on an early blip or anomalous
peak. Threshold alignment may be ineffectual in high-noise
environments, or when signal shapes are highly variable—
for example, when echoes are measured from substrates
which are extremely rough relative to the acoustic wave-
length. Under these conditions, group delay alignment may
yield average echoes which are more consistent with theoret-
ical predictions. This is illustrated by the 22-dB model–data
match of Fig. 9~h!, where the data were collected at 93 kHz
and oblique incidence.

Based on the above, we have relied on threshold mini-

FIG. 9. Comparison of temporal
model output~dashed line!, given a
silt substrate at normal incidence for
33 kHz, and at oblique incidence for
93 kHz, with stacked and averaged
echoes ~solid lines! for the various
alignment techniques. From Sternlicht
and de Moustier~Ref. 43!.
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mum alignment for data with well-defined energy distribu-
tions and on group delay alignment otherwise.

IV. DATA–MODEL COMPARISON

Envelope detection, followed by the alignment and av-
eraging steps described in Sec. III, yields an average rms
pressure sequence,pa@n#, whereas model computations
yield an echo intensity. We chose to compare model and data
as rms pressure sequences because the nonlinear conversion
of the measured pressure signal in Pa to a power signal in
W/m2 introduced complications in the echo alignment proce-
dures and in the matching operations. Therefore, a temporal
model estimatep̂a@n# is generated with specified mean alti-
tude and sediment geoacoustic parameters

p̂a@n#5ArwnwÎ a@n#, ~32!

where Î a@n# represents the intensity of the computed echo
envelope@Eq. ~B8!# and rw and nw correspond to seawater
density and sound speed.

Figure 10 shows comparisons of model and averaged
data for measurements at 33 kHz over a silt substrate. Hence-
forth, the sediment–water mass and density ratios~r,n! and
the sediment attenuation constant (kp) are correlated to the
mean grain size parameter (Mf) through the linear regres-
sion equations described in Appendix A. The interface con-

tribution dominates the early part of the return, and volume
contributions continue as the projection of the pulse exits the
transducer beam footprint.

Panels~a! and~b! demonstrate two convincing matches,
yet case~b! with the highest S/E represents an aliased solu-
tion, whereas the parameters inferred from~a! represent a
closer match to those of a silt substrate. Accounting for am-
biguous matches is a critical issue in using the model for
parameter estimation. In the following sections we consider
the influence of each parameter on the temporal model, and
propose relief spectrum constraints consistent with ground-
truth measurements. These constraints are used in a param-
eter estimation scheme described in the companion paper.20

A. Sensitivity of echo shape to model parameters

The influence of each parameter (Mf ,g,w2 ,sv) on
echo shape is determined by comparing recorded data to it-
erations of the temporal model. We start in Fig. 11~c! with
the closest match between the average echo from another set
of 100 sequential echoes measured over a silt bottom, and a
model echo with best-fit parameters yielding an S/E of 29.3
dB. Figure 11~d! illustrates the angular dependence curve for
a substrate with these parameters:S510 log10(si1sv l),
where interface and volume scattering coefficients,si and
sv l , are described by Eqs.~13! and ~15!, respectively. All
other parameters being held constant, each of the four param-
eters is increased@Figs. 11~a!, ~b!# or decreased@Figs. 11~e!,
~f!# relative to its best-fit value to evaluate its effect on the
model output.

1. Grain size (M f) influence on echo envelope

An increase inMf is accompanied by a lower signal
amplitude@Fig. 11~a!#. This is due to the smaller impedance
contrast~rn!, hence the lower backscatter strength~S!, pre-
dicted for fine-grain sediments. The higher peak amplitude
observed for lowerMf is due primarily to higher impedance
contrast@Fig. 11~e!#. The increase of energy in thetail of the
backscattered signal seen in Fig. 11~a! is explained by the
decrease in (kp) predicted for fine-grain, water-saturated
sediments. These theoretical relationships are supported by
the observation that bottom echoes from sand substrates typi-
cally exhibit large peak amplitudes~high reflection coeffi-
cients!, whereas echoes from fine-grain sediments are char-
acterized by long tails indicative of greater subbottom
penetration.

2. Relief spectrum „g,w 2… influence on echo envelope

Changes in either the spectral exponentg or the spectral
strengthw2 produce similar changes in the character of the
backscattered echo. Their respective effects on the interface
backscatter coefficient (si) depend on the range of spectral
parameters considered. For the granular sediments studied in
this work, the ranges likely to be encountered are
~3.0<g<3.6! and (0.0002<w2<0.01). Within these bound-
aries, increasingg or w2 has the effect of increasing the
cutoff spatial wave numberkc @Eq. ~9!#; hence, higher spatial
frequencies are included in the theoretical large-scale surface
roughness. Likewise, the estimated rms slope~§! of the bot-

FIG. 10. Example of bottom type aliasing. 33 kHz data~solid line!: San
Diego Bay silt site. Model~dashed line!: uT58° and ‘‘optimum’’ parameter
combinations:~a! ‘‘correct’’ solution: Mf54.76, g53.26, w250.0012,sv
50.091: S/E527.6 dB. ~b! ‘‘aliased’’ solution: Mf54.64, g53.00, w2

50.0031,sv50.111: S/E531.4 dB.
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tom increases such that more energy is scattered at higher
incidence angles, and proportionally less energy is scattered
in the vicinity of the normal to the surface.

For higher values ofg or w2 a gentler slope in the an-
gular response is observed in Fig. 11~b!, with a slow initial
decay of backscatter strength from normal to higher inci-
dence angles. Here, the backscatter strength at normal inci-
dence is reduced, and there is a smaller dynamic range in
levels between 0° and 15°. This is seen in the extreme for
w250.01, where the volume component dominates. Figure
11~a! shows that an increase ing or w2 lowers the peak
amplitude of the bottom echo, and retards the rise and fall
time of the interface scattering component, evidenced by the
smearing of the original pulse shape. The shapes of these
bottom echoes and angular response curves are characteristic
of rough, hard substrates. However, the reduction in back-
scatter strength and peak echo amplitude observed in the
theoretical plots of Figs. 11~a! and~b! are typically compen-
sated by the large reflection coefficients characteristic of
these substrates.

Decreased spectral exponentg and spectral strengthw2

produce a steeper angular response near nadir, characterized
by a fast initial decay of backscatter strength from normal to
higher incidence angles@Figs. 11~e!–~f!#. The backscatter
strength at normal incidence increases, and a large dynamic

range is evident between 0° and 15°. The model envelopes of
Fig. 11~e! show an increase in amplitude, and sharper rise
and decay times.

3. Volume scattering „sv… influence on echo
envelope

The contribution of subbottom scattering to the received
echo is largely determined by the volume scattering coeffi-
cientsv , which affects energy levels in the tail of the signal.
If sv is set to zero, the volume component of backscatter is
absent. Once the bottom projection of the transmit pulse mi-
grates out of the transducer’s main beam, the signal ampli-
tude becomes extremely small, as illustrated in Fig. 11~e!.
Doubling sv from its best-fit value yields a corresponding
increase of 3 dB inPrms andS @Figs. 11~a!–~b!#.

B. Ambiguities—relief spectrum constraints

The echo envelope model presented here is a function of
measurable bottom characteristics, and may be used to pre-
dict echo shapes and amplitudes from well-characterized
sediments. However, a more useful~and more difficult! ap-
plication is that of fitting the model to data for sediment
classification purposes; that is, extracting parameter combi-
nations which are meaningful, unique, and most importantly,

FIG. 11. Effects of geoacoustic pa-
rameters on modeled echoes. rms pres-
sure envelopes and corresponding
acoustic backscatter strengths~S!
~data: solid line, model: dashed line!.
Best-fit model parameters for~c! and
~d!: Mf54.68, g53.3, w2

50.0009 cm4, sv50.086 m21, uT

58°. ~a!, ~b! and~e!, ~f! represent, re-
spectively, increases (Mf55.3,
g53.6, w250.01 cm4, sv
50.172 m21) and decreases (Mf

54.1, g53.0, w250.0002 cm4, sv
50 m21) in the labeled geoacoustic
properties, other parameters being
held constant at the values in~c!
and ~d!.
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correct. Unambiguous identification of a best fit is optimized
when each of the fitting parameters has a unique effect on the
model’s output.

To first order, the grain size parameter (Mf) controls the
simulated echo’s peak amplitude, whereas the volume pa-
rameter (sv) controls the energy in the signal’s tail. The
roughness parameters,g andw2 , control the width and rise
time of the signal’s peak, but do so in similar fashion as
discussed in Sec. IV A 2. The competing effects of these two
parameters may lead to several solutions which qualify as
‘‘good’’ model–data fits.

Relief spectrum parameters derived from model–data

comparisons using four-parameter (Mf ,g,w2 ,sv) uncon-
strained global model–data optimization techniques~de-
scribed in Ref. 20! produced substantially different (g,w2)
combinations. This situation is illustrated by the model–data
comparisons of Fig. 10, in which the better fit@Fig. 10~b!#
represents a misleading solution according to criteria estab-
lished below.

For insight into how relief spectrum parameters relate to
bottom type, published relief spectra are summarized in
Table I. Measured spectral parameters are listed by bottom
type in order of increasingMf , and a vertical space sepa-
rates ‘‘sands’’ from ‘‘fines.’’ The 1D relief spectrum is pub-
lished in many of the references; the 2D analogs listed are
calculated using assumptions of isotropy.19 Inspection of the
table shows the large diversity of spectral parameters mea-
sured for sands and fine-grain sediments. To identify trends
in the direct roughness measurements, a scatter plot of~g vs
w2) for the published spectra is presented in Fig. 12. Plots
illustrating how g and w2 vary with grain size (Mf) are
presented in Fig. 13.

Ignoring outliers and redundant measurements, the data
in these graphs are a subset of the values listed in Table
I—distinguished by the sand symbols~s! and fines symbols
~* ! listed in the far right column. The shadedg and w2 re-
gions~Figs. 12,13! are those which we infer to be character-
istic of sand and silts, with boundaries specified in Table II.
This grouping of spectral parameters makes physical sense.
Large particles are more likely than fines to settle in high-
energy environments; hence, sand substrates should exhibit
more energy at lower spatial wavelengths~i.e., higherw2)
than their fine-grain counterparts.FIG. 12. Published relief spectrum parameters:g vs w2 ~Table I!.

TABLE I. Published 2D relief spectrum parameters. Comments: ACS5Anisotropic Across-Strike, AAS
5Anisotropic Along-Strike. Notation:; estimated value,⇀ graphics offset.

Substrate

Mean
grain
size

~PHI!

Spectral
exponent

g

Spectral
strength

w2 (cm4)
Source

~Ref. no.! Comments Symbol

Coarse sand 0.2; 3.05 0.000 27 26 s

Coarse sand 0.5 2.47 0.006 54 41 Shell hash
Coarse sand 0.5; 3.46 0.004 73 26 ACS storm gen ripples s

Coarse sand 0.8 3.12 0.008 49 28 Shell hash s

Medium sand 1.0 3.0 0.004 25 Shell Fragments s

Medium sand 1.5; 3.29 0.000 46 26 ACS s

Medium sand 1.5; 2.33 0.000 38 26 AAS
Fine sand 2.0 3.0 0.003 25 s

Fine sand 2.5 2.92 0.006 16 42 s

Fine sand 2.5; 3.72 0.000 43 26 Sand dollar smoothing
Fine sand 2.75; 3.17 0.005 55 26 s

Fine sand 3.0; 3.50 0.000 81 26 s

Very fine sand 3.0 3.3 0.174 25 Dense live shellfish
Very fine sand 3.0 3.67 0.004 22 26 ACS
Very fine sand 3.0 3.92 0.005 98 26 AAS

Silty sand 4.8 3.5 0.004 6 25 *
Mud 5.5 3.18 0.003 18 26 Bimodal clay/sand-gravel *
Silt 6.4 3.65 0.000 846 27 Prestorm *
Silt 6.4 3.73 0.000 826 27 AAS poststorm
Silt 6.4 3.38 0.000 912 27 Prestorm *⇀6.6
Silt 6.4 3.56 0.001 296 27 ACS poststorm
Sand–silt–clay 6.5 3.29 0.012 2 28
Silty clay 9.9 3.42 0.002 31 28 Methane bubbles *
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The exceptions to this rule are disconcerting and warrant
closer examination. As evident in Fig. 13, a progressive re-
versal of the spectral parameters takes place and is most
clearly observed for (Mf52.5,2.75,3.0), where largeg val-
ues are associated with smallw2 values and, conversely,
large w2 values are associated with smallg values. In Fig.
14, the 2D relief spectra for these three grain sizes are plotted
in log–log scale to demonstrate the potential for ambiguities
in the linear representation of the power-law relief spectrum,
where the spectral ‘‘slope’’ is equal tog, andw2 represents
the energy at the intercept (k51).

For the relief spectrum parameters (g,w2) reported in
the literature~Table I!: first, the 1D spectra of an ensemble of
fine-scale bottom profiles are averaged; the 1D slope and
intercept of the average spectrum is determined through lin-
ear regression; then, assuming bottom isotropy, the 1D spec-
tral parameters are converted to 2D spectral parameters. The
average spectra can be quite noisy, as illustrated by relief
spectrum plots presented by Briggs,26 so a degree of ambi-
guity is likely in these estimates, which may explain the wide
range of spectral parameters reported in the literature. We
have observed similar ambiguities in unconstrained optimi-
zation of model parameters from our acoustic data, which

suggests that spectral parameter estimates from topographic
and acoustic data share similar degrees of uncertainty.40

For the San Diego Bay data that we have collected and
processed, fewer ambiguous results were obtained when the
(g,w2) constraints proposed in Table II were enforced dur-
ing four-parameter model–data matching procedures. This
led to the development of a two-stage optimization proce-
dure where for the first stageg is set to 3.25, the generic
value19 which falls conveniently within the overlap of the
regions proposed for sand and fines. For the second stage,g
is set to a value dependent on the initial estimate of mean
grain size,M̂f . Model–data matching tests usingg con-
stants within the proposed boundaries led us to replace Table
II with the simple rule

If Mf,4.0 g 53.0,

If Mf>4.0 g 53.3.

Subsequently global optimizations were carried out over
(Mf ,w2 ,sv), resulting in convergence to unique and sen-
sible solutions.20

V. SUMMARY AND CONCLUSIONS

A time-dependent model of the acoustic intensity back-
scattered by the seafloor was described and compared with
data from a calibrated, vertically oriented, echo-sounder op-
erating at 33 and 93 kHz. The model incorporates the char-
acteristics and geometry of the echo-sounder: the transduc-
er’s beam pattern, altitude off the bottom, tilt with respect to
vertical, and the characteristics of the transmitted sound
pulse; and environmental factors: spherical spreading and ab-
sorption losses, backscattering of the signal at the water–
sediment interface, and by inhomogeneities in the sediment
volume.

Scattering from the interface is predicted using
Helmholtz–Kirchhoff theory, with physical parameters con-
sisting of the strength (w2) and exponent~g! of a power law
defining the 2D interface roughness spectrum, the ratio of
sediment saturated bulk density over water mass density~r!,

FIG. 13. Published relief spectrum parameters:g andw2 vs Mf ~Table I!.

FIG. 14. Relief spectra plots for published parameters derived from topo-
graphic data.

TABLE II. Relief spectrum boundaries for granular substrates.

Substrate Mf g w2 (cm4)

Sand Mf,4 g,3.3 w2.0.002
Fines Mf.4 g.3.2 w2,0.003
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and the ratio of sediment sound speed over water sound
speed~n!. A modified version of the composite roughness
model, accounting for the finite duration of the transmitted
signal, predicts the energy backscattered from the sediment
volume. This contribution to the measured intensity field is
determined by the subbottom’s volume scattering and attenu-
ation coefficients (sv and kp , respectively!, as well as the
water–sediment interface characteristics governing sound
transmission into the sediment. Temporal stretching of the
echo due to large-scale bottom roughness is incorporated by
convolving model computations with the height distribution
of the interface relief.

Envelope averaging is performed on echoes aligned in
time, where alignments along threshold minima are applied
to data with well-defined energy distributions, and offsets
calculated from the phase slope of the envelope spectra are
applied otherwise. The resulting rms pressure of the mea-
sured backscattered signal is compared with estimates of
echo intensity converted to pressure@Eq. ~31!#. Favorable
comparisons of model and data were achieved by correlating
the acoustic impedance and attenuation properties of the bot-
tom with measures of its mean grain size (Mf). Estimation
of parameters (Mf ,g,w2 ,sv) from fitting the model to data
reveal ambiguous ranges for the two spectral parameters.
However, analyses of model outputs and of physical mea-
surements reported in the literature yield practical constraints
on the roughness spectrum parameters. These constraints are
used to estimate geoacoustic parameters through an opti-
mized echo envelope matching techinque described in a
companion paper.20

A. Limitations

The echo envelope model assumes isotropic and
Gaussian-distributed bottom relief, sediment homogeneity in
the upper few meters, as well as sediment–water impedance
ratios~rn!, and sediment acoustic attenuation constants (kp)
consistent with mean empirical measures. Radical departure
from these conditions may invalidate model results. Bottom
samples and video images indicated that the sediments sur-
veyed in San Diego Bay generally met these standards. How-
ever, model computations may not produce reliable results
for complicated biogenic or anisotropic sediments.

Limitations on interface curvature dictated by the Kirch-
hoff approximation also restrict modeling to sediments hav-
ing a large rms radius of curvature relative to the acoustic
wavelength. This excludes extremely rough~rocky! sub-
strates, or operation at high frequencies~.100 kHz!. To
evaluate the usefulness of the temporal model for character-
izing a broader range of substrates, measurements at a vari-
ety of well-characterized sites will be necessary.
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APPENDIX A: GENERIC VALUES FOR GEOACOUSTIC
MODEL PARAMETERS

The equations used in this work relating geoacoustic
model parameters to particle size distribution (21<Mf

<9) are adapted from the APL-UW High-Frequency Ocean
Environmental Acoustics Models Handbook.19 The differ-
ence between our equations and Ref. 19 is that, in place of
the volume parameter (s2), we establish a separate particle
size mapping to the volume scattering coefficient (sv)

r[
rb

rw

50.007 797 Mf
2 20.170 57 Mf12.3139, 21<Mf,1

520.016 540 6 Mf
3 10.229 020 1 Mf

2 21.106 903 1 Mf

13.0455, 1<Mf,5.3

520.001 297 3 Mf11.1565, 5.3<Mf<9

~A1!

n[
nb

nw

50.002 709Mf
2 20.056 452Mf11.2788, 21<Mf,1

520.001 488 1Mf
3 10.021 393 7Mf

2 20.138 279 8Mf

11.3425, 1<Mf,5.3

520.002 432 4 Mf11.0019, 5.3<Mf<9

~A2!

g53.25, 21<Mf<9
~A3!

w250.002 07S 2.038 4620.269 23 Mf

1.010.076 923 Mf
D 2

, 21<Mf,5.0

50.000 517 5, 5.0<Mf,9.0

~A4!

kp50.4556, 21<Mf,0

50.0245 Mf10.4556, 0<Mf,2.6

50.1245 Mf10.1978, 2.10<Mf,4.5

50.200 98 Mf
2 22.5228 Mf18.0399, 4.5<Mf,6.0

50.0117 Mf
2 20.2041 Mf10.9431, 6.0<Mf,9.5

50.0601, 9.5<Mf

~A5!

sv50.004ab , 21<Mf<9.
~A6!
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APPENDIX B: IMPLEMENTATION OF TIME
DEPENDENT BACKSCATTER

1. Sediment interface backscatter

Equation~19! is computed numerically using a discrete
representation in which the received signal is calculated at
intervals ofts seconds and indexed byn such thatt5nts .
Isotropy is assumed in order to reduce the two-dimensional
surface integral to a one-dimensional function of the angle of
incidenceu i . Then, the seafloor may be divided into a series
of J concentric annuli, with indicesj. The areaA@ j # of each
annulus, with rangeR@ j #5a/cos(uij) to its geometric center
and radiir 1@ j # and r 2@ j #, is calculated by

A@ j #5p~r 2
2@ j #2r 1

2@ j # !. ~B1!

Formulation ofr 1@ j # and r 2@ j # depends on the strategy
used to partition the insonified area. The indexed anglesu i j

may have equal increments inu i or they may be calculated
via equal increments in the ring radius,r. The former para-
digm is used here because it provides finer angular resolution
close to normal incidence.

If the change in range from the near to the far edge of
A@ j # is sufficiently small compared to the length of the
pulse, the energy received fromA@ j # at time indexn can be
expressed in a form similar to the integrand of Eq.~19! and
summed over the elemental annuli, bound by indicesj 1@n#
< j < j 2@n#, which overlap the leading and trailing edges of
the pulse projection at time indexn

I i@n#5 (
j 5 j 1@n#

j 2@n#

I xS nts2
2R@ j #

nw
D si@ j #A@ j #

att@ j #
Bm@ j #, ~B2!

wheresi@ j # is the backscatter coefficient,att@ j # accounts for
the transmission loss in the water column

att@ j #5R4@ j #10aw~R@ j # !/5, ~B3!

andBm@ j # is the discrete implementation of the mean direc-
tivity function Bm(u i)

Bm~u i !5
1

2p E
0

2p

b4~u i ,c!dc. ~B4!

When the transmit waveform is represented by a sampled
sequenceI x(nts), the value ofI (nts2@(2R@ j #)/nw#) may
be determined by interpolation or rounding.

2. Sediment volume backscatter

The discrete representation of Eq.~21! that we use for
numerical computations requires an array for the volume
tube @Fig. 4~b!#. An M element array of penetration lengths
l m defines volume cell centers, wherel 1 represents the cell at
the surface, andl M the cell at the substrate’sskin depth, ds ,
that we define as the depth at which the signal strength drops
by 10 dB

ds5
10110 log10~12Rmin

2 !

ab
, ~B5!

where for a specific sediment type,Rmin is the minimum
angle-dependent reflection coefficient. The width of each
cell, d l , is chosen to reflect the resolution of the time-

sampled transmit pulse. Here, we chosed l 5nbts/2, which
corresponds to the round-trip path length of the signal, per
sample period.

Insonification of the volume continues for some time
after the trailing edge of the pulse has passed over the sur-
face patch. Thus, within practical constraints dictated by the
skin depth, sediment volume contributionsI v@n# are calcu-
lated between nadir (j 51) and the annulus overlapping the
leading edge (j 5 j 2@m#)

I v@n#5 (
j 51

j 2@n# S svBm@ j #

att@ j #
Vl@ j #A@ j #

3 (
m5m1@ j ,n#

m2@ j ,n#

I xS tp2
l m2 l m1@ j ,n#

nb
D L@m# D , ~B6!

wherem2@ j ,n# and m1@ j ,n# index the volume cells which
overlap the leading and trailing edges of the pulse atnts/2.
As before, when the transmit waveform is represented by a
sampled time seriesI x(nts), the value of I x(tp2@( l m

2 l m1@ j ,n#)/nb#) may be determined by interpolation or
rounding. This function is defined solely within the interval
for which the pulse insonifies the volume annulusj bound by
the surface and propagation lengthds .

The attenuation lengthL@m# @the discrete version of Eq.
~23!#, is an array with elements

L@m#5
1

Aab
~e2Aab~ l m2d l /2!2e2Aab~ l m1d l /2!!,

1<m<M . ~B7!

3. Echo signal intensity

The pressure contributions to the total field that are
backscattered by the water–sediment interface and by sub-
bottom volume inhomogeneities are assumed to be uncorre-
lated, and the total intensity received at timent is expressed
with a simple addition of these contributions

I @n#5I i@n#1I v@n#, ~B8!

where for large-scale roughness,I i@n# is computed with Eq.
~B2! and I v@n# is computed with Eq.~B6!.

4. Seafloor macro-roughness

Like Berry and Blackwell,9 Haines and Langston,10

Ogilvy,38,39 and Pouliquen and Lurton,13 we account for sea-
floor macro-roughness by convolving the ‘‘smooth surface’’
response with a roughness response. Within the lengthr f of
the footprint of the23-dB width of the beam pattern along
the interface, the macro-roughness corresponds to an altitude
changez about a plane at mean altitudeā such that (z5a
2ā) is a zero-mean Gaussian random variable with variance
sa

2. Assuming that a power-law relief spectrum is valid for
the macro-roughness at length scales of orderr f , such that
mean-square height differences across the footprint increase
with increasing footprint size, a measure ofsa

2 is given by
the structure function@Eq. ~4!# evaluated atr f

sa
25Cz

2r f
2a . ~B9!
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As illustrated in Fig. 15, for numerical computations, we
must specify a finite range of altitudes about the mean plane
ā over which the macro-roughness is considered, and then
normalize the corresponding area under the altitude probabil-
ity density functionPa(a) to 1 in order to retain the total
signal energy.

For each seafloor altitude indexi, illustrated in Fig. 15, a
suitably delayed echo is computed and weighted by the prob-
ability mass functionPa@ i #, which is derived from the
Gaussian function illustrated on the right side of the figure.
Convolution of the temporal model with this altitude distri-
bution is achieved by summation along the indices of these
delayed and weighted model outputs.

For a given angle of incidenceuo at bottom detect time,
discrete altitude incrementsDa are computed at the sampling
periodts

Da5nwts cos~uo!/2, ~B10!

and we sum over (Ns) increments above and below the mean
planeā

Ns5 int@bsa /Da#, ~B11!

whereb is a fractional constant specifying the percentage of
the distribution included in the computation, and ‘‘int’’ sig-
nifies rounding to the nearest integer value. We use an em-
pirically derived b51.28 ~specifying 80% of the distribu-
tion! for fine-grain sediments~muds!, and b50.5 ~40% of
the distribution! for coarse-grain sediments~sand!. The dis-
crete implementation of the effects of macro-roughness is
then expressed as

I m@n#5H (
2Ns

N@n#

I @nts2 i ts ,as@ i ##Pa@ i # n>~ ā2bsa!/Da

0 otherwise,
~B12!

whereas@ i #5ā1 iDa represents the height for model index
i

N@n#5H n2ā/Da ~ ā2bsa!/Da<n<~ ā1bsa!/Da

Ns n.~ ā1bsa!/Da,
~B13!

and the discrete probability mass functionPa@ i # is calculated
by integrating the normal distribution between (j15as@ i #
2Da/2) and (j25as@ i #1Da/2) such that

Pa@ i #5FS j22ā

sa
D2FS j12ā

sa
D , ~B14!

where F is the distribution function of a normal random
variable. For conservation of energy,Pa@ i # must be normal-
ized to 1, such that

Pa@ i #5Pa@ i #1
12(

2Ns

Ns Pa@ i #

2Ns11
. ~B15!

Macro-roughness lengthens the rise and decay times of
the echo envelope and it reduces the maximum signal
strength. In the model, these distortive effects are expected to
be more pronounced for sand substrates whose macro-
roughness standard deviationsa is predicted to be about
three times as large as that of clay~11.5 cm vs 4.4 cm!. A
weakness of this approach is that when comparing the model
with data, differing values of the macro-roughness parameter
~b! are required for sand and fine-grain sediments. For un-
ambiguous estimates of sediment characteristics from bottom
echo envelopes, a more sophisticated approach to modeling
the effects of macro-roughness will eventually be required.
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Remote sensing of sediment characteristics by optimized
echo-envelope matchinga)
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A sediment geoacoustic parameter estimation technique is described which compares bottom
returns, measured by a calibrated monostatic sonar oriented within 15° of vertical and having a
10°–21° beamwidth, with an echo envelope model based on high-frequency~10–100 kHz!
incoherent backscatter theory and sediment properties such as: mean grain size, strength, and
exponent of the power law characterizing the interface roughness energy density spectrum, and
volume scattering coefficient. An average echo envelope matching procedure iterates on the
reflection coefficient to match the peak echo amplitude and separate coarse from fine-grain
sediments, followed by a global optimization using a combination of simulated annealing and
downhill simplex searches over mean grain size, interface roughness spectral strength, and sediment
volume scattering coefficient. Error analyses using Monte Carlo simulations validate this
optimization procedure. Moderate frequencies~33 kHz! and orientations normal with the interface
are best suited for this application. Distinction between sands and fine-grain sediments is
demonstrated based on acoustic estimation of mean grain size alone. The creation of feature vectors
from estimates of mean grain size and interface roughness spectral strength shows promise for
intraclass separation of silt and clay. The correlation between estimated parameters is consistent
with what is observedin situ. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1608019#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Ft, 43.30.Pc@DLB# Pages: 2727–2743

I. INTRODUCTION

Remote classification of ocean sediments is motivated
by mineral resources assessment, cable and pipeline route
planning, and mine warfare. In recent years a number of
high-frequency~.10 kHz! echo analysis techniques have
been developed for characterizing the upper layer of seafloor
sediments.

Sediment classification techniques using single-beam so-
nars are either phenomenological or physical. Phenomeno-
logical approaches identify nonparametric measured echo
characteristics with core samples or bottom photographs.
Such systems typically require calibration of signal charac-
teristics with ground truth at the beginning of each survey,
and operation must proceed at a fixed sensor altitude. Pace
and Ceen investigated sediment characterization using
single-beam echoes,1 where comparison of the expanded
echo~due to temporal spreading! with the transmit pulse was
used to infer bottom roughness. Echo durations commensu-
rate with the duration of the transmit pulse were thought to
originate from smooth substrates, whereas longer, variably
shaped echoes were attributed to coarse materials. Sediment
classification techniques that empirically match echo charac-
teristics to ground truth have since been developed. One such
system2 exploits the bottom echo and the first surface mul-
tiple ~bottom–surface–bottom! by integrating the energy

over the tail section of the first return, and integrating over
the entire length of the multiple. Representation of these two
measures as feature vectors allows segregation of a variety of
bottom types. Building on this paradigm, multifeature clas-
sification techniques based on higher moment statistics of the
recorded waveform are being investigated.3,4

Results from Ref. 1 inspired interpretation of the bottom
echo’s tail as an indicator of bottom roughness, while the
energy content of the multiple is considered an indicator of
the reflection coefficient, or hardness of the substrate. Theo-
retical explanations for the success of these systems and
modeling of the bistatic geometry are being investigated.5,6

In physics-based approaches, sediment characteristics
are estimated by comparing measurements to predictions
made with physical models—thus minimizing presurvey
training requirements and removing limitations on sensor
altitude that, typically, are found in phenomenological ap-
proaches. One example of physics-based acoustic sediment
characterization is described in the works of Schock,
LeBlanc, and Mayer,7,8 wherein broadband~2–10 kHz! echo
amplitudes are used to estimate coherent reflection coeffi-
cients of sediment layers, and measured distortions of echo
spectra yield information on sediment attenuation properties.

The inspiration for our work comes from physics-based
echo envelope inversion techniques described by Berry,9

Nesbitt,10 Jackson and Nesbitt,11 and Lurton and
Pouliquen.12 Berry’s estimation of irradiated surface charac-
teristics employs half-power lengths of measured and mod-
eled average radar backscatter envelopes. Nesbitt used a
least-squares search for matching acoustic backscatter enve-
lopes with models based on reflection loss, sediment absorp-
tion coefficient, rms bottom slope, and a sediment volume
scattering parameter. His work incorporated up to two sedi-

a!Parts of this manuscript were presented in the talks: Sternlicht and de
Moustier @J. Acoust. Soc. Am.105, 1206 ~1999!# and Sternlicht and de
Moustier @J. Acoust. Soc. Am.108, 2536~2000!#.

b!Current address: Dynamics Technology Inc., 21311 Hawthorne Blvd.,
Suite 300, Torrance, CA 90503. Electronic mail: dsternlicht@dynatec.com

c!Current address: Center for Coastal and Ocean Mapping, University of
New Hampshire, 24 Colovos Road, Durham, NH 03824. Electronic mail:
cpm@ccom.unh.edu
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coustic backscatter models for extracting bottom character
istics from single-beam echo-sounder data. Lurton and Poul-
iquen described a method for sea-bottom identification com-
paring normalized cumulative functions of the echo envelope
derived from measurements and physical backscatter models.
Waveform normalization allows for the use of uncalibrated
echo-sounders; however, ignoring echo strength limits ex-
ploitation of important information such as impedance con-
trast at the water–sediment interface. Furthermore, integra-
tion of echo envelope time series into cumulative form
disproportionately represents signal components occurring
earlier in time~closer to normal incidence!.

In this work, we match a physics-based echo intensity
envelope model13 to seafloor acoustic backscatter measure-
ments, made over substrates ranging from clay to sand, col-
lected with calibrated 33- and 93-kHz echo-sounders whose
3-dB beamwidths~10°–21°! and elevation angles~maximum
response axis at 0°–15° incidence! are consistent with the
model’s underlying Kirchhoff scattering theory. This model
incorporates the system’s deployment geometry, beam pat-
tern, and signal characteristics, the ocean volume spreading
and absorption losses, and solutions of the monochromatic
wave equation using boundary conditions described by the
sediment geoacoustic characteristics. The time-dependent in-
tensity measured at the transducer faceI (t) is modeled as the
sum of a sediment interface componentI i(t) and a sediment
volume componentI v(t)

I ~ t !5I i~ t !1I v~ t !, ~1!

where, following the theoretical work of Jacksonet al.,14 the
interface backscatter component is obtained from a solution
of the Helmholtz diffraction integral using the Kirchhoff ap-
proximation, and a composite roughness approach is used to
predict scattering from the sediment volume.

Model parameters include the mean grain size (Mf),
defined asMf52 log2 Dg , whereDg is the sediment’s mean
grain diameter,15,16 and its correlates, the sediment:water
density and sound-speed ratios~r,n!, and the sediment’s
compressional wave attenuation constant (kp in
dB/m/kHz!.17 Fluctuations of these properties are incorpo-
rated into a sediment scattering coefficient,sv (m21), signi-
fying the scattering cross section per unit volume, per unit
solid angle. The interface is modeled by a power-law relief
energy density spectrumW(k)5w2k2g, wherek is the bot-
tom relief’s two-dimensional wave number vector with
magnitudek, w2 is the spectral strength~expressed in units
cm4!, andg is the spectral exponent. The roughness spectrum
is bandlimited to wave numbers spanning approximately an
order of magnitude above and below the acoustic wave num-
ber.

The expectedin situ ranges of the model components
are: 21<Mf<9, 2.4<g<3.9, 0.0<w2<1.0, 0.8<n
<3.0, 1.0<r<3.0, 0.01<kp<1, 0.0<sv<1.0ab. ab

is the sediment compressional wave attenuation coefficient in
dB/m, calculated asab5kp3 f a ,18 and f a is the acoustic
frequency in kHz. If the statistics describing the sediment
characteristics are consistent over measurement scales com-
mensurate with the geographic range of collected bottom
echoes, the geoacoustic parameters described above may be
estimated from optimized comparisons of the echo envelope

model with aligned and averaged data.
Normalized angular dependence curves of seafloor

acoustic backscatter, measured with the 16-beam SeaBeam
echo-sounder, fitted with computed curves parametrized by
the relief spectrum components (g,w2) was presented by
Michalopoulouet al.19 Using a least-squares maximum like-
lihood estimator and chi-square acoustic backscatter inten-
sity statistics, the potential of matching acoustic backscatter
models with statistically independent measurements was
demonstrated. A drawback of this implementation is its reli-
ance on exhaustive search procedures and its limitation to
high-impedance contrast, impenetrable substrates with no de-
monstrable volume component. Another approach is de-
scribed in Matsumotoet al.,20 where global optimization by
simulated annealing and downhill simplex is used to estimate
relief spectrum parameters from the same kind of SeaBeam
acoustic data.

The samples of the time series measured with a single
echo-sounder are partially correlated, making the statistical
approach of Ref. 19 inappropriate. Instead, the model’s pres-
sure time series are matched to measured echo envelopes
calculated from stacked and averaged data with a two-stage,
average echo envelope matching procedure, which builds on
the work of Matsumotoet al.20 by expanding the optimiza-
tion to include relief spectrum parameters and physical quan-
tities related to grain size and sediment volume scattering.

By incorporation of the measurement system’s transmit
and receive sensitivities, directional characteristics, and a fil-
tering operation for converting voltage waveforms measured
at the transducer terminals to pressure waveforms incident at
the transducer,21 the shape and amplitude of the bottom’s
angular response is exploited in a model–data matching
scheme appropriate for simple, inexpensive, single-beam
echo sounders. This is distinguished from other physics-
based approaches which compare normalized measurements
of uncalibrated returns to normalized model realizations,12

and from phenomenological seafloor characterization
techniques2,4 using correlation analysis of measured echo
features~e.g., amplitude and energy in bottom echoes and
respective surface multiples! with known ground truth.

Our physics-based model–data optimization procedure
generates feature vectors with elements consisting of quanti-
fiable geoacoustic parameters (Mf ,w2 ,sv). This informa-
tion can be directly associated with bottom type; thus, the
procedure is, in theory, independent of specific site charac-
teristics or insonification geometry~such as water depth or
transducer orientation!. In addition, the sensitivity of this op-
timization procedure to echo variability can be estimated
from the covariance matrix of geoacoustic features, derived
from synthetic data sets generated with the data covariance
matrix for an ensemble of returns. Furthermore, correlation
between the geoacoustic parameters~whether due to natural
phenomena or artifacts of the optimization procedure! can be
characterized.

Computation of the average echo envelope from data,
and of a signal to error ratio in the model–data fit are de-
scribed in Sec. II, with an example of the data covariance
matrix and its implications to the model–data matching pro
cedure. The two-stage model–data optimization procedure
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for estimating bottom characteristics is presented in Sec. III,
with a method of evaluating the error propagation inherent to
the matching procedure, using parameter covariance matrices
produced from Monte Carlo simulated data sets. The system
and data used to validate the echo envelope model and pa-
rameter estimation technique are described in Sec. IV, with
results presented in Sec. V, and analyses of the effects of
echo variability on the optimization procedure given in Sec.
VI. Section VII draws conclusions about the usefulness and
shortcomings of the approach, and its potential for seafloor
classification.

II. AVERAGE ECHO ENVELOPE

The measured bottom echo consists of a pulsed CW sig-
nal, modulated by the bottom backscattering process, whose
envelope detection and sampling at periodte yield an rms
pressure sequence,p@n#, expressed in units of pascals~Pa!.
Acoustic wavelengths at frequencies greater than 10 kHz are
generally small compared to the relief of the water–sediment
interface, and bottom echoes are incoherent, varying signifi-
cantly in amplitude and shape as the sonar translates longi-
tudinally above the interface. Because of this variability, ech-
oes must be treated stochastically.

For comparison with the temporal model, an ensemble
of M contiguous returns is characterized by the average echo
sequence (pa@n#, n50,1,...,N21). To this end, a two-
dimensional amplitude arrayp@m,n# is defined for (0<n
<N21) samples per ping and (0<m<M21) pings, incor-
porating segments of the data presented in Sec. IV

pa@n#5
1

M (
m50

M21

p@m,n#, n50,1,...,N21. ~2!

Samples in the echo envelopes from the incoherent re-
turns are Rayleigh distributed, but their ensemble average
over many pings is approximately Gaussian. Hence, samples
of the average echo envelope are Gaussian distributed. The
N3N covariance matrixC of the average echo is estimated
by normalizing the data sample covariance by the number of
returns~M!. Elements ofC are thus

Ci j 5
1

M H 1

M21 (
m50

M21

~p@m,i #2pa@ i # !~p@m, j #2pa@ j # !J ,

~3!

where (0< i , j <N21). Henceforth,C is referred to as the
data covariance matrix.

To focus this description, we use the average echo for
100 consecutive returns measured from a vessel underway
over a silt substrate in San Diego Bay, plotted in Fig. 1. Prior
to averaging, the echoes were aligned along their respective
threshold indices as described in Ref. 13. The average echo
envelope is bracketed bypa@n#6sa@n#, where variances
sa

2@n# correspond to the diagonal elements ofC. Plots ofC
and its corresponding correlation coefficient matrixY, with
elements:Y i j 5Ci j /sa@ i #sa@ j # ~Fig. 2! show that the vari-
ance is proportional to signal strength and that neighboring
samples are highly correlated. In later sections, synthetic data
sets generated withC will help assess the effects of signal
variability on the model–data matching procedure.

The average echo is summarily matched by a temporal
model estimate (p̂a@n#) generated with specified mean alti-
tude and sediment geoacoustic parameters

FIG. 1. Average echo envelope for silt substrate:f a533 kHz, maximum
response axis at 8° incidence. Solid line ispa@n# @Eq. ~2!#, dashed lines are
pa@n#6sa@n#.

FIG. 2. ~a! Data covariance matrix@Eq. ~3!#, and~b! Correlation coefficient
matrix, for average echo envelope of Fig. 1.
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p̂a@n#5ArwnwÎ a@n#, ~4!

where Î a@n# represents the discrete implementation of the
echo envelope model, andrw andnw correspond to seawater
density and sound speed, respectively.

To measure the fit between the model and data, a merit
function compares the total energy in the average echo,
pa@n#, to a measure of energy representing the discrepancy
between model and data. This signal to error ratio~S/E! is
expressed as

S/E5
(n5n1

n2 pa
2@n#

(n5n1

n2 ~pa@n#2 p̂a@n# !2
, ~5!

where n1 and n2 are the initial and final indices for both
waveforms. In this scheme a high value of S/E signifies a
‘‘good’’ match of model with data. This method provides
numerical evaluations which are independent of scale and
signal length, and is convenient for comparing results be-
tween data sets.

III. GEOACOUSTIC PARAMETER ESTIMATION

The estimation of bottom characteristics from the tem-
poral model depends on a model–data matching paradigm
~Fig. 3! that converges to a unique and correct set of bottom
parameters. The bottom characteristics which describe the
data are determined by comparing the model to the average
bottom echo, with the goal of minimizing the error to signal
ratio ~E/S!, i.e., the inverse of Eq.~5!. However, estimation
of geoacoustic parameters is complicated by the large num-
ber of good fits existing in the multidimensional search
space, where it is possible to find convincing model–data fits
which do not necessarily represent correct solutions.13 Arriv-
ing at sensible solutions requires parsing the problem into
manageable parts, establishing the degree of parameter cor-
relations, and constraining the search space.

A. Two-stage parametric optimization

With the goal of deriving unambiguous matches be-
tween the temporal model and data, we initially experi-
mented with a one-dimensional~1D! search technique, ex-

tracting the best-fit generic characteristics by iterating on the
mean grain size parameter (Mf). Here, the six geoacoustic
parameters (w2 ,g,sv ,r,n,kp) are related toMf through
linear regression formulas adapted from Refs. 17, 18 and
summarized in Appendix A of Ref. 13. As was demonstrated
in Ref. 21, the generic parameters produce rough model–
data fits for the San Diego Bay substrates investigated. It
follows that the solution produced with the 1D search defines
a seed vector (Mf ,w2 ,sv) appropriate for a second-stage
multiparameter search in whichg is held to a constant. For
the second stage, multiparameter local optimization tech-
niques yielded disappointing results marked by convergence
to solutions which were unstable and overly sensitive to the
choice of seed vector. This led to the development of a
model–data matching procedure incorporating the 1D search
to establish the general sediment type~sand or fines! and the
spectral exponent~g!, followed by a three-dimensional~3D!
global optimization using a combination of simulated anneal-
ing and downhill simplex searches~SA/DS! over the rough-
ness spectral strength (w2), the sediment volume scattering
coefficient (sv), and the mean grain size (Mf) associated
with the correlated parameters:r, n, kp .

1. Stage 1: 1D golden section search and parabolic
interpolation

For transducer orientations close to normal incidence,
the bottom reflection coefficient is the dominant factor deter-
mining the signal amplitude. It follows that the model vs data
search space generally has one extremum when described by
the single parameterMf . This situation is illustrated by the
E/S vs Mf plot of Fig. 4~a!, where the ‘‘best’’ solution is
found by iteratively bracketing the minimum. For this pur-
pose, we employ a combination of thegolden sectionsearch
algorithm coupled with inverse parabolic interpolation, a
procedure formulated in Ref. 22. The geoacoustic parameter
outputs of stage 1 provide a starting point for the multipa-
rameter global search technique of stage 2.

2. Stage 2: Global simulated annealing—downhill
simplex optimization (SA ÕDS)

After testing a number of local multiparameter search
techniques, we found nongreedy, nonexhaustive search pro-
cedures to be most appropriate for finding the best-fit geoa-
coustic parameters. These techniques investigate regions of
the parameter space not typically visited by local search
techniques, thus increasing the prospects that a true global

FIG. 3. Geoacoustic parameter optimization procedure: The comparator
feeds back~E/S! to the parameter selection module to guide the selection of
more promising parameter settings. The system outputs model parameters
corresponding to the optimal fit. Careful implementation of the parameter
selection module determines the success and tractability of this matching
procedure.

FIG. 4. Parameter space representations for optimization algorithms:~a! 1D
search space, E/S vsMf ; ~b! Reflectionacross the face of a three parameter
simplex.

2730 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 D. D. Sternlicht and C. P. de Moustier: Remote sensing of sediment



minimum will be found. Insimulated annealingthe system
is initialized to some high-energy state and then slowly-
brought to the zero state, where a final local search is per-
formed.

A variety of annealing techniques exists, with common
reliance on randomly generated numbers for selection of new
parameter vectors. We initially tested the best-known ver-
sion, described in Ref. 23. This method employs the Me-
tropolis algorithm,24 for which randomly generated param-
eter vectors, yielding a lower cost than the current vector, are
automatically accepted, while those yielding a higher cost
are accepted by condition of the Boltzmann probability dis-
tribution

P~DE!5exp~2DE/T!, ~6!

whereDE signifies a positive increase in energy at tempera-
ture T. If the search space is vast and/or if calculation of the
objective function is computationally intensive, convergence
for this method may be unacceptably slow.

Although the temporal model lacks analytic derivatives,
it is continuous in the sense that a small change in parameter
value is accompanied by a proportional change in the cost
function. With this information, faster convergence to a glo-
bal minimum may be achieved by employing the Nelder–
Mead downhill simplex search, modified by random
temperature-dependent uphill energy transitions as described
in Ref. 25. For a solution space comprised of three param-
eters (Mf ,w2 ,sv), a simplex of four solution vectors is cre-

ated as illustrated in Fig. 4~b!. The cost function E/S is mini-
mized by reflections, contractions, and expansions of the
simplex where, at high temperatures, nonoptimal solutions
are occasionally accepted into the simplex at the expense of
better solutions. At the final temperature stage (T50) the
simplex is assumed to be in the vicinity of the global mini-
mum, and the Nelder–Mead algorithm is applied in its origi-
nal form, only accepting better solutions~local search!. To
maximize the algorithm’s effectiveness, the best solution
found since initiation of the search is preserved throughout
the annealing process.

B. Parameter estimation paradigm

The geoacoustic parameters contained in the temporal
model define a complicated search space with numerous lo-
cal minima. It is thus essential to constrain the solution space
usinga priori knowledge, and to employ practical heuristics
in order to reject implausible solutions. For extracting unique
and meaningful sediment parameters from the shape and am-
plitude of measured bottom echoes, we propose the param-
eter estimation paradigm illustrated by the flow chart of Fig.
5. This technique represents an automated version of the
model–data matching guidelines proposed in Ref. 13, where
the result of the initial 1D local search~top module of the
flow chart! provides thea priori information needed to con-
strain the second stage. TheMf result is fed to a decision
junction which determines the general bottom type~sands or
fines! and sets the roughness spectral exponent~g! in prepa-
ration for the multiparameter optimization. The 3D global
SA/DS procedure iterates over a limited range ofMf , w2 ,
andsv , fine-tuning the impedance contrast, roughness spec-
tral strength, and volume estimates for the substrate. The
final result of this procedure provides the general substrate
type ~sand vs fines!, bottom characteristics (Mf ,g,w2 ,sv),
and, indirectly, the sediment geoacoustic parameters corre-
lated to mean grain size.

It should be noted that the search space for the second
stage optimization is constrained by restricting the mean
grain size to (M̌f21)<Mf<(M̌f11), whereM̌f repre-
sents the seed value from stage one. When contortion of the
SA/DS simplex violates these bounds, a suitable penalty is
added to the E/S cost function to reject out-of-bound param-
eter vectors. Broad bounds are similarly applied to thew2

search space to avoid values unsuitable for the numerical
integrations carried out by the temporal model algorithm.

The most important condition imposed on the volume
scattering coefficient is (sv>0). However, unreasonably
large volume components occasionally produce simulated
echoes exhibiting low E/S scores. If the maximum volume
component is within 2 dB of the maximum interface compo-
nent, an empirical penalty, proportional to the severity of this
violation, is added to the E/S cost function

IF I v /I i.0.63

THEN E/S5E/S* 4* H 115* S I v

I i
20.63D J , ~7!

whereI v andI i represent the maximum volume and interface
intensities, respectively. This is a reasonable restriction ex-
cept for oblique incidence measurements over fine-grain sub
strates, where it is possible for the volume component to

FIG. 5. Flow chart for parameter estimation.
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dominate. In theory, the simulated annealing algorithm con-
verges asymptotically to an optimal solution if the tempera-
ture is initially high and allowed to decrease inverse logarith-
mically with the number of iterations.26 However, the
computational requirements of the cost function in this
model–data matching application require a more conserva-
tive number of model iterations. After experimenting with
the annealing control parameters, adequate solution accuracy
and convergence speed were achieved by employing a hybrid
linear-exponential cooling schedule with nine discrete tem-
perature levels. In this scheme, the initial temperatureT0 is
set to the average E/S for the four initial simplex vertices,
where one of these vectors~the seed! is derived from the first
local-search stage, and the other three are slightly perturbed
replicas. Ten model iterations are initially investigated atT0

and, for each temperature stage thereafter, the number of
iterations increases by 25%, resulting in a total of approxi-
mately 230 model iterations~e.g., Fig. 6!.

C. Evaluation of error propagation by Monte Carlo
simulation

For a given bottom substrate, the average echo can vary
from data ensemble to data ensemble. To characterize how
this variation affects the results of the model–data matching
procedure,K synthetic average echo envelopes are generated
with random combinations of signal and noise. Lacking

knowledge of the ‘‘true’’ signal, the model output resulting
from the optimization procedure is distorted by noise char-
acterized in the data’s covariance matrix~C!. The optimiza-
tion procedure is applied to each waveform and, using the
resultingK solution vectors (Mf ,w2 ,sv), an approximation
to the 333 parameter covariance matrix is computed and
evaluated.

With bold lower case letters used to indicate 13N vec-
tors, a simulated average echo envelope (ps) is calculated
from: the model outputp̂a, a vector of standard normal ran-
dom deviates~x!, and the upper triangular matrix~A! from
Cholesky factorization of the covariance matrix,C5ATA

ps5xA1p̂a. ~8!

Figure 7 showsK520 synthetic ‘‘average’’ echo enve-
lopes calculated using the best-fit model for the silt substrate
data shown in Fig. 1. These simulations were created using
the average echo of Fig. 1 and the covariance matrix dis-
played in Fig. 2. The amplitude deviations and degrees of
correlation between neighboring samples are realistic, as
comparison with Fig. 1 confirms. The 20 (Mf ,w2 ,sv) solu-
tions yield the following statistics:

Parameter Original Mean Stdv

Parameter

Pair
Correl
Coeff

Mf 4.68 4.67 0.10 (Mf ,w2) 20.47
w2 (cm4! 0.000 91 0.000 92 0.000 22 (Mf ,sv) 20.23

sv (m21! 0.086 0.078 0.003 (w2 ,sv) 20.14

where ‘‘Original’’ refers to the original solution vector. In
this example the mean values of the Monte Carlo solutions
are similar to the original parameters, the standard deviations
are a small percentage of the mean values~with possible
exception ofw2), and absolute values of the correlation co-
efficients are less than 0.5.

In the following sections, plots ofMf andw2 are used
for distinguishing bottom types. Assuming that the solutions
are jointly Gaussian distributed, the 90% error ellipse of (w2

vs Mf) is calculated and plotted in Fig. 8. For this example,
the observed echo variability may account for solution inter-
vals: 4.43<Mf<4.89 and 0.0004<w2<0.0014.

FIG. 6. Annealing process for the data shown in Fig. 1.w2 in cm4, sv in
m21. The parameter values for the first iteration are the output of the 1D
optimization; the final values are the annealing outputs. Note the large va-
riety of nonoptimal solutions investigated before low annealing tempera-
tures constrain the search space. In this particular example, the initial pa-
rameters are reasonably close to the final solution.

FIG. 7. Monte Carlo simulations for silt substrate in Fig. 1: Model param-
eters: f a533 kHz, Mf54.68, g53.3, w250.0009 cm4, sv50.086 m21,
uT58°, b51.28.
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IV. SHALLOW-WATER SURVEYS

The sonar system described in Refs. 21, 27 was devel-
oped to evaluate the accuracy of the temporal model and its
potential for bottom classification over a range of acoustic
frequencies and transducer orientations. Circular piston ge-
ometries were chosen for their symmetrical directivity pat-
terns, with beamwidths of 21° at 33 kHz and 10° at 93 kHz,
so that for each transducer orientation, an adequate range of
bottom incident angles could be insonified by a single short
pulse of 0.45 msec at 33 kHz and 0.16 msec at 93 kHz.

For meaningful comparison of model and data, the tem-
poral model utilizes a digitized representation of the trans-
mitted signal, and measured voltage waveforms are con-
verted to their respective pressure waveforms using the
transducer’s mechanical–electrical transfer function.21,27

A. Survey site

In January and May of 1997, the dual-frequency echo-
sounder was installed in the instrument well of the 40-ft
research vessel ECOS, operated by the Space and Naval
Warfare Systems Center~SPAWAR!. To validate the tempo-
ral model and determine the optimum survey configuration
for substrate identification, bottom echoes were recorded
from a range of sediment types with the 33- and 93-kHz
transducers inclined 0° to 16° from nadir in the roll plane.
Data were measured over three sites in San Diego Bay con-
sisting, respectively, of sand, silt, and clay substrates.

Bottom characterization was based on:~1! video cover-
age recorded during the survey;~2! consulting a sediment
data base for the surrounding area; and~3! analysis of par-
ticle size distribution for sediment grabs taken during the
survey. Sediment samples were separated into size compo-
nents using sieve separation and pipette settling procedures
outlined in Ref. 28. The particle size analyses of these sites
are catalogued in the Appendix, Table IV. At these sites, sand
particles constituted the largest grain size percentage; how-
ever, labels of sand, silt, and clay were determined using the
calculatedMf values and observed physical characteristics
of the samples.

The sand site consisted of a 50-m N–S trackline running
along the jetty at the mouth of San Diego Bay, in water
depths of 13–15 m, with mean grain size distributionsMf

52, or medium-finesand according to the labeling scheme
set forth in Ref. 17. The video images revealed an isotropic
bottom characterized by hillocks with crest–trough heights
of 40 cm or more over wavelengths of about 8 m, a light
sprinkling of shell hash, and an occasional starfish or blade
of kelp.

The silt site consisted of a 150-m N–S trackline of the
San Diego Bay trough—the deepest part of the bay with
water depths of 15–20 m—whose substrate ranged between
clayey sandand sandy mud.17 The video images revealed
long stretches of homogeneous substrate, occasional patches
of kelp, and sole blades of sea grass.

The clay site consisted of a 50-m E–W trackline running
just north of San Diego Bay’s North Island, water depths of
11–13 m, with mean grain size distributionsMf57.0, or
sandy clay.17 The grain-size analysis identifies this sediment
as borderline silt–clay, but we categorize it as clay because

of the relatively smooth seascape observed, and the pasty,
waterlogged character of the physical samples. The bottom
video revealed a featureless, isotropic bottom, with little
flora or fauna except for what appeared to be small burrows
less than a centimeter in diameter.

The uncomplicated appearance of these three substrates,
the high spatial overlap between consecutive pings, and the
generally level bathymetry, were conditions deemed suffi-
cient for testing the accuracy of the temporal model.

B. Data

The acoustic survey for each site was carried out at
speeds of 1–2 kn, ping repetition rate of 5 Hz, and horizontal
displacements of about 0.1 m per ping. The transducer was
elevated to a specified angle from nadir in the roll plane.
Angles of pitch and roll were digitized for each ping repeti-
tion and used, along with knowledge of local bathymetry, to
determine the angle of incidence (uT) of the transducer’s
maximum response axis on the bottom. Sea conditions were
generally mild, with pitch and roll standard deviations typi-
cally less than 0.5°.

Echoes from the San Diego Bay substrates measured at
33 and 93 kHz are plotted in Figs. 9 and 10. A total of 12
scenarios is analyzed, each characterized by a unique com-
bination of acoustic frequency, sediment type, and transducer
orientation~Appendix, Table V!. It is tempting to interpret
the raster images~Figs. 9, 10! as true geophysical cross
sections of the bottom; however, penetration at these high
acoustic frequencies is limited and the observed energy is
due primarily to scattering from the water–sediment
interface.

The raster image of Fig. 9~c! shows a 30-m track seg-
ment with a gradual downward slope of the bottom, modu-
lated by the vessel’s heave—whose removal is essential
for echo alignment and averaging. In contrast, the 40-
cmdepth fluctuations apparent in Fig. 10~a! represent actual
topography. Therefore, these data sets require a level of scru-
tiny to identify artifacts that can unfairly bias the shapes and
amplitudes of the backscattered echoes. Objects protruding
from or suspended over the bottom may cause scattering

FIG. 8. Scatter plot (w2 vs Mf) and 90% error ellipse for Monte Carlo
simulations.~•! Monte Carlo solutions;~n! mean of Monte Carlo solutions;
~1! original solution.
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anomalies and/or reduced signal levels. The early returns
evident in pings 230–280 of Fig. 9~c! are most likely caused
by a school of fish swimming near the bottom. Similarly, the
scattered energy preceding the bottom profile in pings 430–
460 of Fig. 10~e! is a strong indication of flora anchored to
the sediment. Bubbles on the face of the transducer can cause
temporary dropout of signal amplitude, as evident in pings
80–100 of Fig. 10~b!. Data segments clearly exhibiting the
artifacts described above are rejected.

Segments of these data sets are combined into an aver-

age echo envelope~average pressure vs time! for comparison
with the temporal model.

V. OPTIMUM FITS OF MODEL WITH DATA

The two-stage parameter estimation technique described
in Sec. III was applied to average echo envelopes from the

12 scenarios presented in Sec. IV B. A group delay echo
alignment technique was applied to 93-kHz oblique inci-
dence measurements made over sand and silt, and minimum

FIG. 9. Waterfall and raster plots for
300 consecutive pings of 33-kHz data.
Left: normal incidence, Right: oblique
incidence.y5time in ms since trans-
mit, x5ping number.
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threshold alignment was used for all other scenarios. Details
of the echo alignment techniques are given in Ref. 13.

The volume scatter penalty@Eq. ~7!# is applied in all the
scenarios, except for 93-kHz oblique incidence measure-
ments on clay and silt. For the latter, large volume contribu-
tions are expected to dominate the signal amplitude when
transducer elevation angles are large relative to the beam-
width, and in conditions of increased bottom penetration—
such as water-saturated sediment and/or low acoustic fre-
quencies.

For each scenario, approximately ten model–data
matches were determined with 50% or less overlap between
data segments. A summary of model–data matches is pre-
sented in Table I. First- and second-order statistics of the
results are listed in the Appendix, Tables VI and VII.

To determine the best prospects for sediment classifica-
tion, we evaluated parameter estimates for the four measure-
ment combinations~two acoustic frequencies, two transducer
orientations! and concluded that scatter plots ofw2 vs Mf

effectively delineate the bottom substrates~Figs. 11, 12!.

FIG. 10. Waterfall and raster plots for
300 consecutive pings of 93-kHz data.
Left: normal incidence, Right: oblique
incidence.y5time in ms since trans-
mit, x5ping number.
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A. Mean grain size „Mf… vs relief spectrum strength
„w 2…

On the whole, estimated values of mean grain size (Mf)
agree with ground-truth measurements presented in Appen-
dix Table IV, and model–data matches for silt exhibit the
most consistency across acoustic frequency and transducer
orientation. The 33-kHz (Mf) estimates for sand are high,
approaching the range characteristic of silts. This may be due
to local deviation of impedance contrast from the generic
values employed by the model–data matching technique—an

inference supported by sediment density measurements de-
scribed in Refs. 29, 30. As the estimated (Mf) parameter is
especially sensitive to changes in measured echo amplitude,
errors in field calibration may also contribute to disagree-
ments between model–data matches and ground truth.

Mean grain size (Mf) estimates for the clay site~;5.3!
are lower than the ground-truth values~.6.5! because the
volume signal component is overestimated, due to the sharp
decrease of the sediment acoustic attenuation constant (kp)
correlated with high values ofMf .17 For these fine-grain
sediments, accurateMf matching is limited, and applying
locally determined (r,n,kp) trends would probably produce
more realistic model–data matches.

Mean grain size (Mf) estimates for sand exhibit greater
variability than for fines, with measures of standard deviation
ranging from 0.14 to 0.44, and 90%-confidence regions span-
ning as many as three gradations. In general,Mf estimates
for silt and clay exhibit more modest ranges, with standard
deviations spanning 0.08 to 0.38.

As seen in Table VI and Figs. 11, 12, estimates of rough-
ness spectral strength (w2) are greater than 0.001 for the
sand site, less than 0.001 for the clay site, and about 0.001
for the silt site. This trend follows the logic that the relief
energy density spectra of coarse-grain sediments have more
energy than those of fine-grain sediments. Variation in the
estimate ofw2 appears greater in fines than in sands. As a
percentage of the mean value,w2 standard deviations for
fine-grain sediments~24%–56%! are typically larger than
those for sand~19%–38%!.

Note from Table VII and Figs. 11, 12 that anticorrelation
of Mf and w2 is also a general bias of the model–data
matching procedure. This is especially true of sand measure-
ments, where (Mf ,w2) correlation coefficients range from
20.58 to 20.96, causing the pronounced slope in the sand
confidence regions.

In the literature there is agreement that bottom scattering
measurements can be matched to general bottom classes
~fines, sand, gravel, rock!;31 however, correlation of scatter-
ing strength to grain size distribution is thought to be weak
within each sediment class. The variability in the individual
echo amplitudes that we measured confirms this. If, as indi-

FIG. 11. Scatter plot of model–data matches at 33 kHz: Site locations:~s!
Sand; ~1! silt; ~* ! clay; ~L! mean value and center of 90% confidence
region ~solid line!. Transducer orientation:~a! Normal; ~b! Oblique.

TABLE I. Sediment classification summary. Mean values are rounded off to the nearest one-tenth value.
Geoacoustic parameters (r,n,kp) are calculated fromMf with relationships described in Ref. 13.

Site Freq~kHz!
Transducer
orientation Mf g w2 (cm4) n r

~dB/m/kHz!
kp sv (m21)

Sand 33 Normal 3.9 3.00 0.0050 1.041 1.232 0.680 0.20
Oblique 3.2 3.00 0.0058 1.072 1.313 0.591 0.04

93 Normal 2.5 3.00 0.0039 1.109 1.458 0.516 0.95
Oblique 2.5 3.00 0.0024 1.110 1.464 0.516 0.10

Silt 33 Normal 5.0 3.30 0.0008 1.001 1.170 0.473 0.07
Oblique 4.7 3.30 0.0012 1.012 1.186 0.653 0.09

93 Normal 5.2 3.30 0.0007 0.993 1.156 0.363 0.26
Oblique 5.3 3.30 0.0022 0.989 1.150 0.308 0.31

Clay 33 Normal 5.3 3.30 0.0005 0.990 1.151 0.329 0.05
Oblique 5.3 3.30 0.0006 0.989 1.149 0.316 0.05

93 Normal 5.2 3.30 0.0004 0.992 1.154 0.350 0.10
Oblique 5.2 3.30 0.0005 0.993 1.157 0.365 0.17
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cated in this analysis, interface roughness characteristics and
grain size distributions were complementary, evaluation of
echo shape may allow a degree ofintraclassseparation.

B. Sediment volume scattering coefficient „sv…

Estimates of the volume scattering coefficient (sv) are
perhaps the most difficult to interpret and, as seen in Table
VI, standard deviations on the order of 3 dB from the mean

value are not uncommon. This variation may be due to real
changes in the statistics governing neighboring patches of
seafloor. The roughsv frequency dependencies inferred from
our acoustic backscatter measurements at normal and oblique
incidences over sediments in San Diego Bay aref 1.2 for sand
and silt, andf 1.0 for clay. These values are slightly higher
than, but not inconsistent with thef 0.7 trend inferred from the
backscatter measurements analyzed in Refs. 14, 32. Note that
an f 4 dependence would indicate Rayleigh scattering from
inhomogeneities much smaller than an acoustic wavelength,
whereas frequency independence ofsv would imply geomet-
ric scattering from inhomogeneities significantly larger than
the acoustic wavelength, as might be the case for our mea-
surements over clay. Our inferred frequency dependencies
indicate that the volume scatterers in the San Diego Bay
sediments have a range of sizes both smaller and larger than
the acoustic wavelength.

At a given frequency and transducer orientation, esti-
mates of sv are reasonably consistent for the fine-grain
sediments. However, for sand, normal incidence values can
exceed oblique incidence values by 10 dB. This may indicate
a shortcoming in the model assumption thatsv is uniform
near the sediment–water interface. Ifsv increases with
depth, estimated values at normal incidence will appear
larger than those for oblique incidence. This is due to acous-
tic penetration at normal incidence to depths wheresv is
larger—an interpretation consistent with the observations of
Refs. 30, 33.

VI. EFFECTS OF ECHO VARIABILITY

Changes in bottom characteristics as well as echo vari-
ability due to random constructive/destructive interferences
and scattering centers contribute to the observed spread in
parameter estimates~Figs. 11, 12!. The length scale of the
survey and the averaging of 100 pings~corresponding to
roughly the along-track extent of the beam’s26-dB foot-
print! removes some of the ‘‘natural’’ variability in the indi-
vidual ping echoes. To investigate the effects ofresidual
echo variability on the outputs of the model–data matching

FIG. 12. Scatter plot of model–data matches at 93 kHz: Site locations:~s!
Sand; ~1! silt; ~* ! clay; ~L! mean value and center of 90% confidence
region ~solid line!. Transducer orientation:~a! Normal; ~b! Oblique.

TABLE II. Monte Carlo statistics.

Site Freq~kHz!
Transducer
orientation

Original
Mf

Mean
Mf

Stdv
Mf

Original
w2

~cm4!

Mean
w2

~cm4!

Stdv
w2

~cm4!

Original
sv

~m21!

Mean
sv

~m21!

Stdv
sv

~m21! Fig.

Sand 33 Normal 3.72 3.57 0.38 0.005 75 0.006 40 0.001 71 0.201 0.199 0.017 13~a!

Oblique 3.17 3.21 0.08 0.005 49 0.005 36 0.000 61 0.035 0.037 0.004 13~b!

93 Normal 2.60 2.51 0.28 0.003 49 0.003 69 0.000 62 0.558 0.572 0.150 14~a!

Oblique 2.30 2.36 0.12 0.002 46 0.002 36 0.000 19 0.010 0.045 0.061 14~b!

Silt 33 Normal 4.99 4.99 0.05 0.000 80 0.000 80 0.000 22 0.065 0.069 0.006 13~c!

Oblique 4.68 4.67 0.10 0.000 91 0.000 92 0.000 22 0.086 0.078 0.003 13~d!

93 Normal 5.12 5.11 0.08 0.000 74 0.000 76 0.000 12 0.288 0.305 0.028 14~c!

Oblique 5.23 5.16 0.07 0.001 16 0.000 89 0.000 34 0.226 0.273 0.013 14~d!

Clay 33 Normal 5.27 5.27 0.04 0.000 48 0.000 55 0.000 18 0.059 0.067 0.005 13~e!

Oblique 5.24 5.24 0.05 0.000 66 0.000 78 0.000 36 0.047 0.045 0.003 13~f!
93 Normal 5.18 5.20 0.04 0.000 34 0.000 33 0.000 05 0.122 0.122 0.014 14~e!

Oblique 5.19 5.20 0.04 0.000 54 0.000 53 0.000 12 0.181 0.190 0.012 14~f!
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procedure, (Mf ,w2 ,sv) solutions close to the mean value
for each~substrate, frequency, orientation! combination were
chosen. Then, for each original solution, 20 synthetic aver-
age echo envelopes and matched parameter solutions were
generated as described in Sec. III C.

For each measurement scenario, an original solution and
the mean and standard deviation of the corresponding Monte
Carlo solution are summarized in Table II. Correlation be-
tween parameter pairs are summarized in Table III. The
Monte Carlo solutions forw2 vs Mf are shown in Figs. 13
and 14 for 33 and 93 kHz, respectively. The distributions of
Monte Carlo solutions are adequately represented by the
confidence regions—with the exception of Fig. 13~b! ~sand,
33 kHz, oblique! which demonstrates one-sidedw2 cluster-
ing about 0.0055. The mean values of the Monte Carlo solu-
tions are in general agreement with the original solutions,
with the exception of Fig. 14~d! ~silt, 93 kHz, oblique!.

FIG. 13. Scatter plot of Monte Carlo
solutions at 33 kHz: Panel descriptions
in Table II. ~•! Monte Carlo solutions;
~n! mean value and center of 90%
confidence region;~s! original sand
solution;~1! original silt solution;~* !
original clay solution.

TABLE III. Monte Carlo: Parameter correlation.

Site Freq.~kHz!
Transducer
orientation (Mf ,w2) (Mf ,sv) (w2 ,sv)

Sand 33 Normal 20.94 10.10 20.19
Oblique 20.64 10.55 20.45

93 Normal 20.87 20.32 10.64
Oblique 20.85 10.90 20.88

Silt 33 Normal 20.30 20.31 10.02
Oblique 20.47 20.44 10.32

93 Normal 20.86 20.28 10.12
Oblique 10.42 20.23 20.14

Clay 33 Normal 10.05 20.75 10.04
Oblique 10.44 10.07 20.05

93 Normal 20.62 20.66 10.57
Oblique 10.26 20.24 20.29
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In Figs. 15 and 16, 90%-confidence regions for the
Monte Carlo solutions are juxtaposed with those for the
model–data solutions reported in Sec. V~henceforth called
the ‘‘real’’ solutions! at 33 and 93 kHz, respectively. In gen-
eral, the confidence regions of the Monte Carlo solutions fall
within those of the real solutions. However, the plots suggest
that for normal incidence over sand at 33 kHz, variations in
Mf andw2 are larger than suggested by the limited number
of field measurements. The same can be said ofw2 estimates
for oblique incidence over clay at 33 kHz. This implies that
analysis of larger data sets could yield greater solution vari-
ability than what is currently observed.

As observed for the real solutions, the Monte Carlo es-
timates ofMf for sand exhibit greater variability than for
fines—with measures of standard deviation ranging from
0.08 to 0.38 and 0.04 to 0.10, respectively. As a percentage
of the mean value,w2 standard deviations for fine-grain
simulations~15%–46%! are typically larger than those for

sand ~8%–27%!. Standard deviations forsv are typically
less than 10% of the mean value, with exceptions for sand at
33 kHz.

Also, a significant anticorrelation betweenMf and w2

for sand substrates is seen in the real solutions and in the
Monte Carlo solutions, with correlation coefficients ranging
from 20.64 to 20.94. In the temporal model of acoustic
backscatter, increasing either parameter decreases signal
peak amplitude, and vice versa. In nature, these quantities are
expected to be negatively correlated—i.e., coarser sediments
~lower Mf) exhibit more energy in the relief energy density
spectrum~larger w2). When the ‘‘true’’ signal is contami-
nated by ‘‘noise’’ the parameters also tend to adjust in oppo-
site directions.

There also appears to be modest anticorrelation between
Mf and sv in solutions for fine-grain sediments. In these
substrates, scattering from the sediment volume typically
plays a larger role. An increase in either parameter raises the

FIG. 14. Scatter plot of Monte Carlo
solutions at 93 kHz: Panel descriptions
in Table II. ~•! Monte Carlo solutions;
~n! mean value and center of 90%
confidence region;~s! original sand
solution;~1! original silt solution;~* !
original clay solution.
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calculated energy in the signal tail, and apparently the two
parameters compete to fit this section of the signal. Too little
is known aboutin situ sediment volume scattering character-
istics to warrant a physical interpretation.

In theory, values of the data covariance matrix~and thus
the solution variance! can be decreased by averaging a larger
number of echoes. However, in our data sets, processing en-
sembles much greater than 100 pings excessively filters the
shape characteristics of the average envelope that are essen-
tial to the matching procedure. Furthermore, with large en-
sembles the requirement of bottom homogeneity is more
likely to be violated—especially at high survey speeds.

In theory also, the data covariance matrix has potential
application in model–data fitting. The nonweighted least-
squares merit function of Eq.~5! was chosen over a variance-
weighted approach in order to favor peak amplitude model–
data matching—emphasizing extraction of mean grain size
correlated parameters, such as impedance contrast. Future
work with this technique will include testing of the full
maximum likelihood estimation~MLE! paradigm; i.e., cova-
riance matrix weighting of the model–data disparity. Vari-
ance weighting of each model–data sample disparity should
improve model–data fitting at the leading and trailing signal
edges—at the expense of precise peak amplitude matching.
The effect, however, of the data’s covariances should coerce
the optimized model to assume the true ‘‘shape’’ of the mea-

sured envelope. Comparisons between full MLE optimiza-
tion and peak amplitude~nonweighted! matching will be
evaluated in future evolutions of this echo envelope sediment
characterization algorithm.

VII. SUMMARY

The method for estimating sediment geoacoustic param-
eters presented here compares bottom returns measured by a
calibrated, moderate beamwidth~10°–21°!, vertically ori-
ented ~0°–15°! monostatic sonar, with an echo envelope
model based on high-frequency~10–100 kHz! incoherent
backscatter theory and sediment properties such as mean
grain size (Mf), interface roughness (w2 ,g), and sediment
volume scattering statistics (sv). A two-stage average echo
envelope matching procedure was described where: first, the
sediment type~sand or fines! is established by iterating on
the reflection coefficient to match the peak echo amplitude,
and to establish a general fit with generic values of the re-
maining geoacoustic parameters; then, a three-parameter glo-
bal optimization is performed using a combination of simu-
lated annealing and downhill simplex searches over the
allowable range of interface roughness spectral strength,
sediment volume scattering coefficient, and a constrained
range of reflection and bottom absorption coefficients corre-
lated to mean grain size. In San Diego Bay, bottom echoes
were collected at 33 and 93 kHz over substrates ranging from
sand to clay. Application of the sediment characterization
method to these data yielded solutions for grain size and
geoacoustic properties that are consistent with ground-truth
measurements.

The ground-truth measurements, consisting of bottom
video, grain size analyses, environmental databases, and as-
sociated ranges of geoacoustic parameters, lack direct assess-
ments of the modeled geoacoustic properties. This, and the
small number of sites and regions evaluated, limits definitive
assessment of the accuracy and robustness of the described
inversion technique. Controlled, calibrated surveys over sites
characterized for the complete range of geoacoustic param-
eters must eventually be employed to further evaluate and
improve the efficacy of the echo envelope sediment charac-
terization technique.

For the experiments described in this paper, analyses of
the estimated geoacoustic parameters for different combina-
tions of sediment type, frequency, and transducer orientation
suggest that moderate frequencies~33 kHz! and normal inci-
dence are more suitable for this method of sediment charac-
terization. This may, in part, be due to limitations at high
acoustic frequencies~e.g., 93 kHz! of the backscatter mod-
el’s underlying Kirchhoff theory, and partly due to the simple
temporal structure of the returns at lower acoustic frequen-
cies ~33 kHz!—simplifying calculation of the average echo
envelope. Furthermore, approximate alignment of the trans-
ducer’s maximum response axis at normal incidence insures
that the maximum interface component of the backscattered
signal will exceed the maximum volume contribution—a
condition necessary for reducing ambiguity in the model–
data matching procedure.

The ability to distinguish sands from fine-grain sedi-
ments was demonstrated based on acoustic estimation of

FIG. 15. Confidence regions for Monte Carlo and real solutions~33 kHz!.
Real solutions: Solid lines ———90%-confidence regions;~L! mean val-
ues. Monte Carlo solutions: Dashed lines 90%-confidence regions;
~n! mean values;~s! original sand solution;~1! original silt solution;~* !
original clay solution. Transducer orientation:~a! Normal; ~b! Oblique.
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mean grain size alone. The creation of feature vectors from
estimates of mean grain size (Mf) and interface roughness
spectral strength (w2) showed promise forintraclasssepara-
tion of silt and clay. Limitations on interface curvature dic-
tated by the Kirchhoff approximation restrict application of
this scheme to sediments having a large rms radius of curva-
ture relative to the acoustic wavelength. This excludes ex-
tremely rough~rocky! substrates, or operation at high fre-

quencies ~.100 kHz!. Furthermore, local deviations of
sediment:water impedance ratio~rn! and sediment acoustic
attenuation constant (kp) from generic values~mean values
correlated withMf) will result in estimates ofMf , w2 , and
sv that are distorted from their true values.

Monte Carlo simulations based on a geoacoustic param-
eter solution set and the data’s covariance matrix were de-
scribed. In the mean, the Monte Carlo solutions agree with
the original solution; however, for a given substrate, there is
as much variability in the Monte Carlo solutions as there are
in an ensemble of real solutions. Therefore, echo variability
must be considered during parameter optimization by provid-
ing confidence limits on the results.

According to the observed spread of geoacoustic
matches from measured signals and synthetic data, rough-
ness spectral strength estimates (w2) for sand substrates are
relatively immune to raw echo variability, whereas mean
grain size estimates (Mf) are moderately affected. The op-
posite is observed for fine-grain substrates:Mf estimates are
relatively immune to raw echo variability, whereasw2 esti-
mates are significantly affected. A more thorough investiga-
tion of echo envelope averaging procedures and maximum
likelihood model–data matching techniques may result in
methods to reduce the (Mf ,w2) confidence regions.

Finally, the classification procedure introduces a degree
of anticorrelation betweenMf and w2 , which is especially
large for sand substrates. This trend is consistent with what is
expected in nature, where the relief energy density spectra of
coarser sediments~lower Mf! exhibit more energy~higher
W2! than those of fine-grain substrates.
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APPENDIX: SUPPORTING TABLES

FIG. 16. Confidence regions for Monte Carlo and real solutions~93 kHz!.
Real solutions: Solid lines ———90%-confidence regions;~L! mean val-
ues. Monte Carlo solutions: Dashed lines 90%-confidence regions;
~n! mean values;~s! original sand solution;~1! original silt solution;~* !
original clay solution. Transducer orientation:~a! Normal; ~b! Oblique.

TABLE IV. Survey site ground truth. Substrate percentages may not add exactly to 100 due to round-off and a
small gravel constituency.

Site
Sample
index

Latitude
deg min
North

Longitude
deg min

West
Mean grain
size ~PHI!

Mean grain
size ~mm!

%
Sand

%
Silt

%
Clay

Sand 1 32 40.760 117 13.653 1.9 268 93 2 4
2 32 40.650 117 13.585 2.2 218 93 2 4
3 32 40.647 117 13.626 1.7 308 90 3 4

Silt 1 32 42.265 117 13.927 4.1 58 76 14 10
2 32 41.887 117 14.153 5.9 17 49 30 21

Clay 1 32 42.997 117 11.728 6.5 11 39 33 27
2 32 42.995 117 11.767 6.8 9 36 34 29
3 32 42.997 117 11.814 6.6 10 38 33 29
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Closed-form expressions for ocean reverberation and signal
excess with mode stripping and Lambert’s law
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Closed-form expressions for two-way propagation and reverberation in variable depth ducts are
derived for isovelocity water by using ray invariants and acoustic flux. These expressions include
the transition to single mode propagation at long range. Three surface scattering laws are
considered: Lambert, Lommel-Seeliger, and angle independent, and these are compared with a point
target to give explicit signal-to-reverberation ratios. In particular, there is interesting and sometimes
surprising behavior when the propagation obeys mode-stripping~the high angles are preferentially
attenuated by bottom losses! whilst the scattering obeys Lambert’s law~high angles are
preferentially back-scattered!. There may be conditions where the signal-to-reverberation ratio is
independent of range so that there is no reverberation range limit. Bottom slope dependence of both
target echo and reverberation is surprisingly weak. The implications of refraction are discussed. The
angle dependence for a point or surface scatterer at a given range can be translated into arrival time,
so it is possible to calculate the received pulse shape for one-way or two-way paths. Because the tail
is exponential with a range-independent half-life that only depends on bottom reflection properties
there is scope for extracting geoacoustic information from the pulse shape alone. This environmental
time spread is also of use to sonar designers. ©2003 Acoustical Society of America.
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I. INTRODUCTION

The background against which a sonar detects a target is
often reverberation, and for this reason reverberation is of
interest in its own right. However for a sonar designer where
the signal is a target echo the signal-to-reverberation ratio
~SRR! is of more interest still. Typically reverberation has
two forms, one a locally uniform type, diffuse reverberation,
the other, consisting of resolvable pointlike scatterers,
geoclutter.1 This paper concentrates on diffuse reverberation,
and includes derivations of closed-form expressions for this
quantity in a range-dependent environment. Although nu-
merical models exist2,3 the value of an analytical approach
lies in the ability to see the relative importance of the many
physical mechanisms. These include scattering phenomena:
angle-dependence of the scattering law, geographic variation
of the scattering strength, and local tilt of bottom facets; and
propagation phenomena: range-dependent propagation inten-
sity and range-dependent arrival angle at the scatterer.

Thus using a closed-form expression one can see
straight away which aspects need to be modelled carefully
when designing a numerical model, what environmental
quantities need to be mapped and data-based, how many en-
vironmental parameters one could expect to get from an in-
version, and so on. In the context of broad band active sonar
an even stronger case can be made for simple flux and ana-
lytical models. Most broad band sonars do not rely on know-
ing exactly where every interference peak is, rather they re-
spond to frequency-smoothed propagation~this is more or
less the same as proportional range smoothing4!, and so the

smooth analytical expression is a useful point of comparison.
In fact the expressions form useful benchmarks for testing
other models, and the formulas here have already been used
in this manner.5

This analytical approach is based on Weston’s formulas
for propagation in a lossy~i.e., mode-stripping! range-
dependent environment.6–8 The method is extended by in-
vestigating the effect of an angle-separable scattering law, in
particular, Lambert’s law and then by comparing the rever-
beration result with the echo from a point target. Of course
Lambert’s law may not be true everywhere~or anywhere!
and one aim is that this approach to calculation of reverbera-
tion and propagation will provide ideas for experiments that
give a more definitive answer. Then one can use the same
mathematical technique on different scattering laws. Al-
though Weston’s approach includes refraction, and the impli-
cations of refraction will be discussed here, the results in this
paper are for isovelocity water.

The angle dependence associated with the mode strip-
ping can also be translated into an arrival time dependence.
Thus there is potential to make environmental deductions
from the pulse shape returned by a localized scatterer. These
possibilities are considered later.

II. ONE-WAY PROPAGATION

A. Range-independent propagation

From a simple physics point of view propagation in
shallow water may follow several well known distinct range
laws9 including spherical spreading, cylindrical spreading,
mode-stripping and single mode propagation. The next sec-
tion concentrates on mode-stripping because, for bottom re-a!Electronic mail: harrison@saclantc.nato.int
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verberation, it is more or less inevitable at practical ranges
and frequencies. Some variations are investigated in subse-
quent sections before going on to range-dependent environ-
ments. These help to define the range bounds of mode-
stripping.

The term mode-stripping refers to the fact that higher
order modes have higher attenuations so the number of sig-
nificant modes reduces as range increases. In fact the mag-
nitude of the effect can be derived using rays just as well as
modes.10 For simplicity this paper adopts the ray, reflection,
angle description of propagation. The most effective rays are
inside the seabed’s critical angle and have a reflection loss
~dB! proportional to angleRdB510 log(R)5adBu. In other
words, the reflection coefficientR can be written as

R5exp~2au! ~1!

with a5adB /(10 log(e)). @Note thatadB510 log(exp(2a)),
it is therefore not simply the quantitya in dBs.# This relation
is certainly a good approximation for a half-space9 and is
also a reasonable approximation for layered sediments.

The number of reflections is determined by the ray cycle
distancer c which for isovelocity is given in terms of the
water depthH by

r c52H/tanu. ~2!

This results in an exponential decay in range but a gaussian
angle distribution after making the small angle approxima-
tion,

Atten510~2RdB3r /r c!/105expS 2
au2

2H
r D . ~3!

Considering an eigenray sum where each eigenray contrib-
utes an intensity ofr 22, there are four groups of eigenrays,
each with angular separation of 2H/r . So the sum(n can be
converted to an integral* dn which in turn can be written as
(r /2H)* du. Including the boundary losses and integrating
up to the seabed’s critical angle~assuming infinite losses
beyond! the result is

I 5
2

rH E
0

uc
expS 2

au2

2H
r Ddu

5A 2p

Har 3
erf~Aar /2Huc! ~4!

which becomes the familiar three-halves law or 15 log(r)
~Ref. 9! for long range@i.e., the Gaussian is narrow com-
pared with the critical angle so that the argument of the erf is
large and erf(Aar /2Huc)51]. One can see in Eq.~4! that if
the large angle forms had been retained the only part of the
exponent that would change significantly would be the part
that is already very small. It is easy to show numerically that
deviations of the ratio from unity are guaranteed to be less
than 1%, 2%, 3% for critical angles 23°, 33°, 40°, respec-
tively ~regardless of the Gaussian’s width!. For reference 0.1
dB is 2.3%. Comparable small errors are associated with the
slightly different integrals that arise later.

As range increases, the width of the gaussian decreases
until ultimately its width is comparable to the angular sepa-

ration of modes@;l/2H ~Ref. 11!#. Near this point it is as if
the Gaussian were sampled at intervalsl/2H. It is easy to
see that for one remaining mode@averagef1

2(z)51/H] at
anglel/2H ~Ref. 9! the intensity is

I 5
l

rH 2
exp~2al2r /~8H3!. ~5!

Note that this effect is quite distinct from mode cutoff; it is
true that many of the modes may indeed have cutoff, but the
first mode is much less attenuated by reflection than all the
others.

Rather than rely on two separate formulas for mode
stripping and single mode, i.e., Eqs.~4! and ~5!, as Weston
did one can combine the two as follows. The discrete modes
can be represented graphically in the angle continuum by
contiguous rectangles of height exp(2aum

2 r/2H) and width
l/2H, each rectangle centered on the angleum5ml/2H;
m51,2,... . One can estimate the effect of the transition to
single mode by adding the mode-1 contribution, i.e.,
l/2H exp(2au1

2r/2H) to the remaining continuum contribu-
tion. Thus the continuum contribution needs to be truncated
at the edge of mode-1, i.e., at angleu85(u11u2)/25u1

31.5 rather than zero.~One can easily demonstrate that this
is numerically a good approximation by comparing the result
with the completesumof Gaussians rather than their inte-
gral.! Thus any of the subsequent integrals of the form

I 5a0E
0

c

F~u!exp~2g0u2!du ~6!

can be converted to

I 5a0S E
u8

c

F~u!exp~2g0u2!du1F~u1!exp~2g0u1
2!

3l/2H D ~7!

with u15l/2H; u851.5u1 to include this single-remaining-
mode effect in a continuous fashion.

There are many variants of these formulas for
propagation7,10 and also for ambient noise.12 Later they are
adapted for reverberation and there are still more variants
covering refraction13 and bistatic sonar.14

B. Range-dependent propagation

Weston introduced the concept of a ray invariant15 as a
means of working out the ray angle given the water depth
and sound speed profile but without actually tracing rays.
The method is used in Refs. 6–10, 12, 14 and explained in
Ref. 11. It is closely allied to the adiabatic mode
approximation,11,16and both are valid as long as the environ-
ment changes slowly. Note that a truly adiabatic process is
reversible ~upslope/downslope! and it is the individual
modes that behave adiabatically, not the environment. This is
because the slow variation requirement is that the ray cycle
distance should be small compared with the horizontal scale
of the bathymetric features. Thus high order modes~steep
rays! may behave adiabatically while low order modes may
not. Once the mode reaches cut-off or the ray reaches the
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critical angle it can no longer contribute although ray angles
are well predicted by the ray invariant up to this point.

In the attenuation term of Eq.~3! now bothRdB and r c

vary with range because the angle changes. However, in its
simplest isovelocity form, the ray invariant states that

H sinu5Hs sinus5Hr sinu r5const, ~8!

so the attenuation can be written as

Atten5expS 2E
0

r au82

2H8
dr8D

>expH 2aHs
2E

0

r us
2 dr8

2H3~r 8!
J . ~9!

The intensity formulas of Refs. 6 and 7 can be derived from
the incoherent adiabatic mode sum11

I 52p(
m

fm
2 ~zs!fm

2 ~zr !Y E Km dr ~10!

by converting it into an angle integral and noting that the
depth averages of the normalized modesfm(zs), fm(zr) are,
respectively,Hs

21 andHr
21. Combining this with the attenu-

ation the result is

I 5
2

rH r
E

0

u lim
expH 2~aHs

2/2!E
0

r dr8

H3~r 8!
us

2J dus . ~11!

The range integral is just a function ofr, sayJ(r ), so what-
ever its value is, the angle integrand is still a Gaussian and
the angle integral can be solved. The angle limitu lim is the
value ofus ~at the source! for which the ray hits the critical
angle somewhere, which will be at a minimum depthHc in
the profile~possiblyHs or Hr) given by

u limHs5ucHc . ~12!

Weston6 defined an effective depth

Heff5~Hr
2Hs

2/r !E
0

r dr8

H3~r 8!
~13!

such that on substitution into Eq.~11! one obtains

I 5A 2p

ar 3Heff

erfHAarH eff

2

ucHc

HrHs
J . ~14!

Immediately one sees that the formula has the same form as
the range-independent case. Also one sees that the intensity
obeys reciprocity, because it only depends on the depths at
the ends, the separation of source and receiver, and the mini-
mum depthHc . This simplifies matters when considering
two-way paths.

It is emphasised that throughout this paper the formulas
containingHeff are valid for general bottom profiles provided
they are slowly varying. All the depthsHeff , Hr , Hc are
known functions of range which can be calculated from the
given bottom profileH(r ).

Noting that the range-dependent formula started in the
form of Eq. ~11! one can incorporate the single-remaining-
mode effect by applying Eqs.~6! and ~7!. Thus Eq.~14!
becomes

I 5A 2p

ar 3Heff
S erfHAarH eff

2

ucHc

HrHs
J

2erfHAarH eff

2

u8

Hr
J D 1

l

rH rHs
expS 2

aHeffu1
2r

2Hr
2 D ,

~15!

where u15l/2Hs and u85MIN(1.53u1 ,Hcuc /Hs). Note
that the single mode term is still reciprocal, as it should be. It
is worth stopping to check the origin of this term in Eq.~11!.
Following a ray initially atus , the ray steepens in the up-
slope case, resulting in the exponential which is a Gaussian
function of the initial ray angleus . Regardless of how much
the modes have strengthened or weakened along the way, the
Gaussian at the receiver range has a certain width, and mode
one at the receiver propagates at angleu r5l/2Hr . It is this
latter angle that determines the truncation width Eq.~7!.
However putting this back into the integral in terms ofus

results, from Eq.~8!, in us5l/2Hs . Thus, up-slope or down-
slope, the same size chunk is always taken out of the middle
of the us integral to represent the single-remaining-mode ef-
fect. For this reason the effect is more likely to be seen
up-slope than down because the Gaussian from which the
chunk is extracted is narrower.

C. Mode stripping on a uniform slope

On a uniform slope with gradiente the various water
depths are given by

H~r !5Hs1er ,

Heff5~Hs1Hr !/25Hs1er /2, ~16!

Hc5MIN ~Hs ,Hr !

but

HsHr /Hc5MAX ~Hs ,Hr !5Hs1MAX ~e,0!r ~17!

so

I 5A 2p

~Hs1er /2!ar 3
erf$Aar ~Hs1er /2!/2 uc /

~Hs1MAX ~e,0!r !% ~18!

or

I 5A 2p

~Hs1er /2!ar 3
~19!

for large arguments.
Surprisingly almost all the ray angle and reflection loss

effects are counteracted by the simple spreading caused by
the change in water depth at the receiver. For instance, halv-
ing the depth upslope results inHeff53/4Hs and only 0.63
dB rise in one-way path intensity. These effects are demon-
strated graphically later along with the reverberation formu-
las. It is possible to confirm the magnitudes, for instance in
the case of a wedge, by numerically calculating the changing
ray angles and summing the attenuated contributions.
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D. Refraction effects

Analytical formulas exist13 for environments with uni-
form sound speed gradient and constant depth. Qualitatively
the effects can be understood as follows. Because the rays
are curved there is a low angle duct with single boundary
interaction as well as the high angle duct with two-boundary
interaction considered here. Thus the two-boundary contribu-
tion tends to behave as the mode-stripping regime except that
there is a small gap in the middle of the Gaussian angle
distribution filled by the single-boundary contribution. At
long range, therefore, the mode-strippingr 23/2 range law
reverts to the exponential decay of the single-boundary duct.
~The decay is exponential because the cycle distance is pro-
portional to angle.! This behavior is similar mathematically
to the isovelocity transition to single mode already discussed.
Naturally the solution depends on the depth of the source and
receiver, and there is a different result for scattering from the
high and the low sound speed sides of the duct. Nevertheless
general behavior is similar to the isovelocity case.

III. SCATTERING LAWS

One of the aims of this paper is to combine analytical
propagation with scattering, but one needs to know the scat-
tering law to do this, and generally this is poorly known; to
date, there is no database of scattering strength. Even the
dependence on angle is not known for certain, although
Lambert’s law is often invoked especially in the context of
inversion.17,18 While it is possible to make local measure-
ments of both scattering and reflection properties19 it is more
difficult to deduce the scattering angle dependence from long
range reverberation measurements. For this reason interpre-
tations of long range reverberation measurements such as
Refs. 20 and 21 tend to assume Lambert’s law and concen-
trate on inverting for bottom reflection properties.

In the following the scattering coefficientS is defined as
the linear analogue of scattering strength~scattering
strength510 logS). It is the ratio of emitted intensity at one
meter from an elementary area to the incident intensity. It is
convenient to be able to separate the scattering coefficient
into functions of incomingu in and outgoinguout elevation
angles. One could also separate out the dependence on bi-
static angleb and position, i.e., scatterer numberi, thus

Si~u in ,uout,b!5Sin~u in!Sout~uout!Sbis~b!Fi . ~20!

A possible objection is that forward scatter, near specular, is
definitely not separable~since the specular reflection direc-
tion depends on the incident direction!, but near-specular
scatter is most easily handled as a multiply reflected, not
scattered path, in other words the ‘direct blast’. Thus~in
contrast to, e.g., Ref. 22! it is easier to think of a scattered
part that is always separable and an additional part that is
neglected in the reverberation calculation because it is al-
ready included in the direct blast calculation.

A. Lambert’s law

Lambert’s law, in the context of underwater acoustics is
usually stated as

S5m sin~u in!sin~uout! ~21!

wherem is an empirical constant, typicallym51022.7 ~i.e.,
227 dBs!.

B. Lommel-Seeliger

An alternative bottom scattering law is the Lommel-
Seeliger law23

S5m1 sin~u in!sin~uout!/$sin~u in!1sin~uout!%. ~22!

This originated in the optics of lunar astronomy and is still
widely used in determining the shapes of asteroids and the
terrain of planetlike objects.24 Unfortunately, although it
obeys reciprocity, it is not separable like Eq.~20!. This
means that numerical reverberation calculations cannot take
advantage of the potential speed increase, but, as will be seen
later, the monostatic, large critical angle case is still analyti-
cally tractable.

C. Other bottom scattering laws

There are many other possibilities when one considers
multiple layers and volume scattering. For instance, if there
is penetration into the sediment at long range because of low
sediment sound speeds, then there is the possibility of scat-
tering from volume inhomogeneities in the sediment and
scattering from a lower boundary.25,26Assuming that there is
a single scatter in the round trip path~all other interactions
being reflection or refraction! then both volume and lower
surface scattering have their steep angle responses mapped
by Snell’s law into low angles in the water. In the case of a
lower Lambert’s law scattering layer, almost any low angle
in the water maps to a fixed angle in the sediment which
selects a fixed value of sinu. Therefore the scattering
strength will tend towards a fixed value for low angles rather
than the rapid fall-off of 10 log~sinu!. However this ampli-
tude is also modified by the~in-going and out-going! trans-
mission coefficient into the sediment which typically rises
linearly with u but much more rapidly than sin~u!. The com-
bination of sediment sound speed, roughness of the upper
and lower boundary of a sediment layer, and volume scatter-
ing means that it is possible to find quite complicated depen-
dences on angle even with a very unsophisticated theory.

IV. TWO-WAY PROPAGATION AND REVERBERATION

A. Range-independent reverberation

1. Two-way propagation; point targets

In a bistatic arrangement a point target at ranger 1 from
a source and ranger 2 from a receiver would first receive
multiple ray arrivals then retransmit them over a spread of
angles to the receiver. Thus, defining the linear analogueST

of target strength~target strength510 logST) one obtains

I 5
1

r 1H E
2uc

uc
expS 2

au1
2

2H
r 1Ddu1

1

r 2H

3E
2uc

uc
expS 2

au2
2

2H
r 2Ddu2 ST ~23!

and for monostatic this reduces to
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I 5
2pST

aHr 3
~erf~Aar /2Huc!!2. ~24!

Modal effects will be included in the equivalent range-
dependent formulas in Sec. IV B.

2. Reverberation with angle-independent scattering
strength

For comparison purposes only we introduce the concept
of an angle-independent scattering surface which is often in-
voked in the context of signal-to-reverberation-ratio calcula-
tions ~e.g., Ref. 27, Sec. 8.6!. To avoid possible problems
with conservation of energy for very low grazing angles the
scattering strengthSB is defined to be constant for all angles
above some limite and zero below. The effect ofe on the
subsequent angle integrals is assumed to be negligible. Con-
sidering an elementary area determined by the spatial pulse
length p5ctp/2 and the spatial horizontal beam widthrF
the reverberation is

I 5
Q2pSBFp

2aHr 2
~erf~Aar /2Huc!!2. ~25!

It falls off more slowly than the target echo because of the
widening of the scattering area with range. Eventually at
long range reverberation will dominate, and at the transition
there is a ‘‘reverberation limit.’’ Note that the one-way
propagation loss includes four eigenrays for eachu ~a full set
of up- and down-going paths at source and receiver!, but
with a notional receiver on the seabed this reduces to two. A
factorQ has been introduced throughout to allow for this. To
be consistent with a scattering-experimentalist’s viewpoint
where there is only one eigenray illuminating the seabed this
factor is set to unity for the outward and return paths. Oth-
erwise if the full field is taken to be the incident field at the
seabed it should be set to 2. The correct value ofQ depends
on the definitions used during construction of the scattering
coefficients.

3. Reverberation with Lambert’s law scatterers

Assuming that the scattering strength is separable in the
incoming (u1) and outgoing (u2) ray angles,

S5m sin~u1!sin~u2!, ~26!

the intensity

I 5
Q2

4r 2H2 E2uc

uc E
2uc

uc
usinu1uusinu2uexpS 2

au1
2

2H
r D

3expS 2
au2

2

2H
r Ddu1 du2 mrFp ~27!

also separates to give a closed form solution for the rever-
beration

I 5S Q

2rH E
2uc

uc
sin~u!expS 2

au2

2H
r Ddu D 2

mrFp

5
Q2m

a2r 3
Fp~12exp~2aruc

2/2H !!2. ~28!

In Eq. ~24! the mode-stripping three-halves range law
resulted inr 23 in two-way propagation when the gaussian
was much narrower than the critical angle~i.e., in the long
range limit!. Interestingly the Lambert’s law reverberation
case in Eq.~28! shows exactly the same range dependence;
the usual proportionality of scattering area to range that al-
ters the range dependence in Eq.~25! is counteracted by
mode stripping in this new integral.

In this long range regime the range-dependence of the
reverberation is alwaysr 23; it neither depends on reflection
propertiesa nor scattering strengthm. Furthermore in this
regime the value of reverberation depends on the ratiom/a2,
so m anda are inseparablein an inversion of reverberation
measurements. At shorter ranges where the critical angle
truncates the gaussian the erf function of Eqs.~24! and ~25!
is replaced by a~1-exponential! and there are differences
between the range dependences of reverberation and target
echo. Another interesting point is that the dependence of re-
verberation on bottom loss~a! is stronger than that of the
target. In fact, imposing low bottom loss increases the rever-
beration more than the target echo which seems counter-
intuitive.

These points are illustrated in Fig. 1 for several realistic
values ofadB ~anda! anduc derived~using equations from
Ref. 9! from Hamilton’s data28 ~a slightly updated version of
Ref. 29! and shown in Table I. The upper three curves are
target echo and the lower three are reverberation. In all fig-
ures there are several quantities that are simple multipliers.
For reverberation the multiplier ismFp, and for target it is
ST . These are assumed to be

p5ctp/25150030.01/257.5 m ~10 ms pulse length!,

F51/6050.0167 radians~1° beam!,

m510227/10,

FIG. 1. Target echo~upper three curves! and reverberation~lower three
curves! in a mode-stripping duct of depth 100 m. The solid, dashed, and
dashed–dotted line pairs are for three realistic environments with reflection
loss gradientadB ~dB/rad) anduc (degrees) indicated. The quantitya (a
5adB/10 log(e)) has corresponding values 0.31, 0.48, 3.19 rad21. Note that
the bend occurs at a few km in all cases. Target and scattering parameters
are given in the text.
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ST510 at 1 m ~10 logST510 dB at 1 m!.

Similarly for clarity a source level of SL50 dB re 1 mPa at
1 m is assumed. Thinking in terms of dBs one can easily see
the effect of altering these parameters on any of the plots in
this paper.

Interestingly, the transitional bend at several km in all
curves in Fig. 1 does not move very much for most realistic
geoacoustic parameters~and fixed water depth!. The reason
for this is that the transition occurs whenauc

2r /2H51, and if
one substitutes fora with formulas from Ref. 9 one finds the
transition ranger o to be

r o5
2H

auc
2

5H3
2puc

a2

r1c2
2

r2c1
2

10 log~e!. ~29!

Taking typical mean values for the quantitiesc2 , r2 , anda2

as shown in Table I~acknowledging that there is a spread
about the mean, particularly for absorption! one can see that
the correlations between them conspire to keep the factor
2/(auc

2) close to about 20. Thus with a ‘half-life’ of 2000 m
in 100 m of water the formulas responsible for Fig. 1 fall to
their asymptotic values after a few km.

4. Reverberation with Lommel-Seeliger scatterers

Following the procedure in the preceding section it is
possible to find formulas for any separable scattering law
provided the integral is tractable. Here, using the Lommel-
Seeliger law as an example, it is shown that it may also be
possible to solve with non-separable scattering laws. The
equivalent of Eq.~27! with Lommel-Seeliger scatterers is

I 5
Q2

r 2H2 E0

ucE
0

uc sinu1 sinu2

~sinu11sinu2!
expS 2

au1
2

2H
r D

3expS 2
au2

2

2H
r Ddu1 du2 mrFp ~30!

which, as noted earlier, is not separable. Ignoring the differ-
ence between sinu and u one can solve the integral. First
note that for Lambert’s law one could have solved Eq.~27!
for the case whereuc is large enough to avoid truncation by
thinking of u1 , u2 as cartesian coordinatesx,y and then
converting to polar coordinatesr,f with

u15r cosf, u25r sinf. ~31!

Equation~27! becomes

I 5
Q2

r 2H2 E0

`

expS 2
ar2

2H
r D r3 dr3E

0

p/2

sinf cosf df

3mrFp. ~32!

The r integral is 2(H/ar )2 and the angle integral is simply
1
2 , and the solution,

I 5
Q2m

a2r 3
Fp ~33!

agrees with Eq.~28! for uc large, as assumed here. The
Lommel-Seeliger equivalent is

I 5
Q2

r 2H2 E0

`

expS 2
ar2

2H
r D r2 drE

0

p/2 sinf cosf

~sinf1cosf!

3df mrFp. ~34!

The r integral is now (2p)1/2(H/ar )3/2, and the angle inte-
gral is 1221/2 ln(21/211)50.3767[e. The result is

I 5
Q2~2p!1/2em

H1/2a3/2r 5/2
Fp ~35!

which is, not surprisingly, intermediate between Eqs.~28!
and ~25! in the largeuc limit.

B. Range-dependent reverberation

1. RD two-way propagation; point targets

Equation ~14! or ~15! is demonstrably reciprocal and
therefore valid in both directions. Therefore for propagation
from source to target or target back to monostatic receiver
the result is

I 5A 2p

ar 3Heff

erfHAarH eff

2

ucHc

HtHs
J ~36!

with Heff andHc still defined by Eqs.~16! and~17! but with
the water depth at the targetHt replacing that at the receiver
Hr . So the intensity reduces to

I 5
2p

ar 3Heff
S erfHAarH eff

2

ucHc

HtHs
J D 2

ST . ~37!

A complete solution including the single-mode effect@Eqs.
~6! and ~7!# is given by

I 5~ I o!2ST , ~38!

where

I o5A 2p

ar 3Heff
S erfHAarH eff

2

ucHc

HtHs
J

2erfHAarH eff

2

u8

Ht
J D 1

l

rH tHs
expS 2

aHeffu1
2r

2Ht
2 D

~39!

andu15l/2Hs andu85MIN(1.53u1 ,Hcuc /Hs).

TABLE I. Typical sediment parameters~sound speed, density, and ab-
sorption! ~Ref. 27!. These are converted to reflection loss gradientadB ,
critical angleuc , and the transition range factorr o /H using equations from
Ref. 9.

Type
Speedc2

~m/s!
Specific

gravity r2

Absorption
a2 (dB/l)

adB

~dB/rad.!
uc

~deg!
r o /H

52/(auc
2)

Coarse sand 1836 2.03 0.6 1.35 35.22 17.02
v. fine sand 1709 1.88 0.5 2.09 28.63 16.59
Silt 1615 1.74 0.3 2.82 21.75 21.4
Silty clay 1517 1.48 0.1 13.84 8.59 27.9
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2. RD reverberation with constant scattering strength

By analogy with Eq.~25! the reverberation from an el-
ementary area is

I 5
Q2p

2ar 2Heff
S erfHAarH eff

2

ucHc

HtHs
J D 2

SBFp ~40!

denoting depth at scatterer byHt . Again a complete solution
including the single-mode effect is

I 5~Q/2!2~ I o!2rSBFp. ~41!

3. RD reverberation with lambert’s law scatterers

Equation~11! operating two-ways with a Lambert’s law
scatterer becomes

I 5S Q

rH t
E

0

u lim
sin~u t!

3exp$2aHs
2us

2J~r !/2%dusD 2

mrFp. ~42!

Substituting Eqs.~8! and ~13! and replacing sinu by u the
soluble integral becomes

I 5S 2QHs

r 2aHeff
E

0

u lim
us exp$2us

2arH eff /~2Ht
2!%dusD 2

mrFp

5
1

r 3 S QHs

aHeff
$12exp~2uc

2Hc
2arH eff /~2Ht

2Hs
2!!% D 2

mFp.

~43!

The complete solution including the single-mode effect is

I 5~Q/2!2~ I 1!2rmFp, ~44!

where

I 15
2Hs

ar 2Heff

~exp~2u82arH eff /~2Ht
2!!

2exp~2uc
2Hc

2arH eff /~2Ht
2Hs

2!!!

1
l

rH t
2

u1 expS 2
aHeffu1

2r

2Ht
2 D ~45!

and again u15l/2Hs and u85MIN(1.53u1 ,Hcuc /Hs).
One can convert this to an explicit function of range for a
uniform slope by making the substitutions of Eq.~16! for Ht

andHeff . Notice that the comments on the range dependence
of reverberation in Sec. IV A 3 apply equally well in a range-
dependent environment.

Examples of upslope, flat bottom and downslope envi-
ronments are illustrated in Fig. 2. In each case the solid lines
are target echo and reverberation for the high frequency case
using Eqs.~37! and ~43!, and dashed lines are for 100 Hz
using Eqs.~38! and ~44!. The slope is 1 in 200 so in the
upslope case the curve truncates at 20 km where the water
depth reaches zero. The environmental parameters are the

middle ones of Fig. 1, namelyadB52 dB/rad anduc528°. A
slightly different view of these cases to blow up the differ-
ences is shown in Fig. 3 where up, flat, and down are seen on
one graph. Finally a gray scale geographic plot of reverbera-
tion is shown in Fig. 4 and target echo in Fig. 5 for a 1 in 500
slope. Zero depth is at the bottom of each picture.

FIG. 2. Target echo~upper pair! and reverberation~lower pair!. Solid line is
the high frequency formula; dashed line includes single mode regime at 100
Hz. Source in 100 m of water~a! up-slope gradient 1:200,~b! flat, ~c!
down-slope 1:200.
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V. SIGNAL-TO-REVERBERATION RATIO

Taking formulas from the earlier sections one can now
write expressions for the signal-to-reverberation ratio~SRR!.
These general formulas take account of range dependence,
large or small critical angle, and high or low frequencies.
Various intermediate approximations can be made, and three
useful ones are made below: high frequency~ignoring the
single mode regime!; range independent; large critical angle.
All cases consider target echo, reverberation with constant
scattering strength and reverberation obeying Lambert’s law.
For clarity the formulas are grouped in tables starting with
the simplest approximations. The later figures are for uni-
formly sloping bottoms, whereas the tables show formulas
for arbitrary profiles using the formula Eq.~13! for Heff . In
all tablesQ is set toQ51 ~down-going incident rays only at
the seabed!. The bottom left corner of Table II shows the
simplest state of affairs where reverberation always domi-
nates at long range because the scattering area is proportional
to range. Also the SRR has no environmental dependence
other than the scattering strengthSB ; the other parameters
are functions of the sonar and the target. In contrast the bot-
tom right entry, for Lambert’s law combined with mode
stripping, tells a different story. First there is no range depen-

dence. This is because the widening of the scattering area
with range is exactly compensated by the narrowing of the
Gaussian angle distribution with range. Therefore the signal-
to-reverberation ratio is just a number, independent of range,
and consequentlythere is no such thing as reverberation
limiting in this regimesince an intersection of target and
reverberation levels is impossible. Second the signal-to-
reverberation ratio is proportional to bottom reflection loss
througha. Not only does the SRR depend on the propagation
environment now, butthe SRR is improved by poor propa-
gation, which seems counterintuitive. Referring to the other
entries in the table one can see that this is because the target
echo is weakened by poor propagation~in proportion toa!,
as expected, but the reverberation is even more weakened~in
proportion toa2). For similar reasons the SRR is expected to
be better in shallow water than in deep.

FIG. 3. Blow-up of Fig. 2 with up-slope, flat, down-slope superimposed:~a!
HF limit, ~b! including single mode regime at 100 Hz.

FIG. 4. Geographic projection of monostatic sonar reverberation~in dB re 1
mPa! on a slope. Source in 100 m of water at center with zero depth contour
at the bottom of the figure.

FIG. 5. Geographic projection of monostatic sonar target echo~in dB re 1
mPa! on a slope. Source in 100 m of water at center with zero depth contour
at the bottom of the figure.
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Although the inclusion of refraction in the water column
introduces more regimes13 ~e.g., differences between scatter-
ing from the high speed and the low speed side of the duct!
the general behavior is similar to the isovelocity case and the
above effects may still be found. In practice, with or without
refraction, other mechanisms may become important in the
long range condition. If there is no reverberation range limit
there may be an ambient noise limit. As the Lambert’s law
reverberation from the assumed single boundary decays the
reverberation from the opposite boundary may dominate, de-
pending on its scattering law behavior. Similarly, from
simple geometric considerations, volume reverberation from
the water column~e.g., fish! could become important.

The finite critical angle introduces the exponential and
the erf terms in Table III. Clearly for largeWRI there is no
difference between these formulas and those in Table II since
the Gaussian angle distribution is well inside the critical
angle ~the erf tends to unity and the exponential tends to
zero!. Small WRI results in erf(WRI)5(2/Ap)WRI , and (1
2exp(WRI

2 ))5WRI
2 , so the SRR, i.e., the ratio squared is

4/(pWRI
2 ). This leads to SRR}1/r . Notice that the constant

scattering strength term remains unchanged.
The forms of the formulas are unchanged by introducing

range dependence~Table IV!, one simply finds extra ratios of
water depths. The critical angle transition in range is modi-
fied byWRD. In the long-range limit of an up-slope environ-
ment the target echo and the constant scattering strength re-
verberation are both increased slightly by the 1/Heff term
which is marginally greater than 1/Hs . Thus their ratio is
again unchanged. However the up-slope angle changes have

a stronger effect on the Lambert’s law reverberation, which
is seen as the extra (Hs /Heff)

2 term. The final SRR result
comparing with the flat bottom case~depthHs) differs only
by a factor ofHs /Heff though.

Despite the complexity of the formulas in Table V one
can see that the constant scattering strength SRR is again
unchanged. For high frequencies with Lambert’s law theI o

and I 1 terms revert to those of Table IV. At low frequencies
only the last terms ofI o and I 1 remain ~the single mode
terms! leading toI o /I 15Ht /(u1Hs)52Ht /l. Thus the SRR
for Lambert’s law reduces to (2Ht /l)24ST /(rmFp) which
resembles that of the constant scattering strength scatterer
rather than the Lambert’s law scatterer in its range depen-
dence and the absence of dependence on bottom loss.

Figures 6~a!–6~c! show a number of interesting features
that can be deduced from the SRR formulas. Each plot shows
the high frequency formula~solid line!, the low frequency
formula ~100 Hz, dashed line!, and the large critical angle
approximation~dashed–dotted!. Each picture corresponds to
a target and reverberation plot shown in the last section. For
short ranges the SRR always increases as SRR}1/r , as al-
ready noted. Following the solid or dashed line from the left,
again one sees the transition at a few km caused mainly by
the bend in the reverberation curves. As mentioned earlier,
the ratio of this range to the water depth appears not to vary
very much for most realistic bottom types. In the flat bottom
case the SRR levels out at greater ranges. In the upslope case
there is a downward trend in the SRR which is truncated by
zero depth water. In the downslope case the weakening re-
verberation makes the SRR rise with range even at low fre-
quencies.

At first sight the absolute magnitude of the SRR looks
rather high@e.g., Fig. 6~b!#, but the order of magnitude can
be checked against the range-independent Lambert’s law for-
mula in Table II. In contrast the Table entry for an angle-
independent scatterer with scattering strengthSB5m and any
propagation law ~not just mode-stripping! has SRR
510 log(4ST /(rmFp))512.0 dB at 10 km and only 5.0 dB at
50 km.

A geographic presentation of the SRR on a slope corre-
sponding to Figs. 4 and 5 is shown in Fig. 7. Close to the
source/receiver one can see that SRR is inversely propor-
tional to range. Elsewhere the SRR contours clearly follow
the depth contours because SRR is proportional toHeff ~see

TABLE II. Formulas for target echo, reverberation, and their ratio SRR in
the approximation of range-independence, large critical angle, and high fre-
quency.

S5constanta S5Lamberta

Target ST

2p

Har3

Reverberation
p

2Har2
SBFp

1

a2r3
mFp

SRR
4ST

rSBFp

2STpa

HmFp

ap5ctp/2.

TABLE III. Formulas for target echo, reverberation, and their ratio SRR in
the approximation of range independence, and high frequency.

S5constanta S5Lamberta

Target
2pST

aHr3
~erf~WRI!!

2

Reverberation
pSBFp

2aHr2
~erf~WRI!!

2
mFp

a2r3
~12exp~2WRI

2 !!2

SRR
4ST

rSBFp

2STpa

HmFp S erf~WRI!

12exp~2WRI
2 !

D2

aWRI5Aar /2Huc .

TABLE IV. Formulas for target echo, reverberation, and their ratio SRR
including range dependence, and finite critical angle, but only high frequen-
cies.

S5constanta S5Lamberta

Target
2pST

ar3Heff

~erf~WRD!!2

Reverberation
pSBFp

2ar 2Heff

~erf~WRD!!2
mHs

2Fp

a2r 3Heff
2

~12exp~2WRD
2 !!2

SRR
4ST

rSBFp

2STHeffpa

Hs
2mFp

S erf~WRD!

12exp~2WRD
2 !

D 2

aWRD5AarH eff/2ucHc /HtHs .
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Table IV! which for a tilted plane is only a function of depths
at source and scatterer.

VI. TIME SMEARING

A. One-way-propagation

In all the earlier range-independent formulas it has been
angle dependence that determines the behavior, and angle
was treated as a continuum. Because delay time is related to
angle the angle dependence can be translated into time de-
pendence simply by a change of variable. In isovelocity the
relation for total travel timet is

ct5r secu>r 1ru2/2. ~46!

If instead timet is measured from the first arrival~when t
5to[r /c), then

t5t2r /c5ru2/2c ~47!

and differentiating

dt5~r /c!u du. ~48!

So a spread in angle of the form exp(2au2) becomes a
spread in time of the form

p dt5exp~2au2!du5Ac/2r
exp$2a~2c/r !t%

At
dt.

~49!

This equation says that for a one-way path, a point source
and a point receiver, one should expect a~power! impulse
response of the form exp(2bt)/At. Note that the assumed
continuum of angles obscures any discrete eigenray arrivals.

The reason that this pulse shape is of interest is that the
coefficientb is a function of the environment. In the range-
independent case@Eq. ~3!#

b5a~2c/r !5~ar /2H !~2c/r !5ac/H5a/tH , ~50!

wherea is related to the reflection coefficientR throughR
5exp(2au) and tH is the time taken to traverse the water
depth once. In other words the pulse has a characteristic time
width tH /a, which not only depends on the environment but
is constant for all ranges. Now Eq. ~49! becomes

p dt5~2to!21/2
exp$2at/tH%

At
dt, ~51!

whereto[r /c, the delay time to the first arrival.
The first implication of this is that generally the pulse

FIG. 6. Signal-to-reverberation-ratio curves corresponding to Fig. 2 for~a!
up-slope,~b! flat, ~c! down-slope. Solid line is the high frequency formula;
dashed line includes single mode regime at 100 Hz. The dotted–dashed line
is the high critical angle limit. Note the rising SRR with range in the down-
slope case.

TABLE V. General formulas for target echo, reverberation, and their ratio
SRR ~range-dependent, finite critical angle, and any frequency!.

S5constanta S5Lamberta

Target I 5(I o)2ST

Reverberation I 5(I o)2rSBFp/4 I 5(I 1)2rmFp/4

SRR
4ST

rSBFp

4~Io!
2ST

~I1!
2rmFp

aIo5A2p/ar 3Heff(erf(Wc)2erf(W2))1(l/rHtHs)exp(2W1
2),

I15(2Hs/ar2Heff)3(exp(2W2
2)2exp(2Wc

2))1(l/rHt
2)u1 exp(2W1

2),
W15AarH eff/2(u1 /Ht),
W25AarH eff/2(u2 /Ht),
Wc5AarH eff/2(Hcuc /HsHt),
u15l/2Hs ,
u25MIN(1.53u1 ,Hcuc /Hs).
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shape is a function of the environment, and sothere is po-
tential for determining the environment from the pulse shape.
The second implication is that this could form the basis for
the choice of integration time for active sonar systems in
multipath environments.

B. Two-way propagation „point target …

For a two-way path via a point scatterer the spread in
time is

p dt1 dt2

5
c

2r

exp$2a~2c/r !t1%

At1

exp$2a~2c/r !t2%

At2

dt1 dt2

~52!

but in order to collect the arrivals at timeT5t11t2 , one
changes variables toT, t1 ,

p dT5c/2r E
t150

t15T exp$2a~2c/r !T%

At1~T2t1!
dt1 dT. ~53!

This can be recognized as the convolution of the one-way
response with itself. By making the substitutionst85t1

2T/2 followed by sinx52t8/T one finds

p dT5pc/2r exp$2a~2c/r !T%dT

5p/2to exp$2aT/tH%dT. ~54!

Thus the returning pulse shape for, say, a false target, is
exponential in time. Or since exp(2a)5102adB/10 the pulse
arrival rolls off at adB dBs per tH seconds~where tH

5H/c). This means that the tails of targets or false targets or
any spikelike response that results in multipaths could pro-
vide bottom reflection information. Remember thata, the
initial slope of the reflection loss curve, lumps almost all the
relevant geoacoustic information into a single number. One
could argue that the critical angle has similar status, particu-
larly at short range where it limits the number of eigenrays.
In this case the critical angle will truncate the pulse and the

delay where this occurs can be measured just as easily given
adequate signal-to-noise.

In principle, a single shot in a locality with many false
targets could provide bottom reflection properties over a
wide area independently of scattering properties. Note that
although this analysis is only for isovelocity environments
the main effect of refraction, for instance in a surface or
bottom duct, will be seen near the pulse’s leading edge. In
shallow water as soon as rays are steep enough to hit both
boundaries the exponential tail is as inevitable as the Gauss-
ian angle distribution. Thus refraction effects are expected to
be over by a timeto(cmax2cmin)/cav after the first arrival,
wherecmax, cmin , andcav are maximum, minimum, and av-
erage quantities for the water column sound speeds. Further-
more the derivation of the pulse length (ac/H)21 in Eq. ~50!
can be extended to range-dependent environments. The
gaussian in Eq.~49! takes the form of Eq.~9!, and the rela-
tion between travel time and angle can be found by integrat-
ing the phase along the rayv dt5k dr cosu1k dzsinu. The
result with initial angleus is30

ct5~Hs
2us

2/2!E
0

r

dr/H2 ~55!

which replaces Eq.~47!. Substituting forus the time depen-
dence~for, e.g., a two-way path! is still exp(2bt) ~with pulse
lengthb21) but

b5acE
0

r

dr/H3Y E
0

r

dr/H25ac/Ha . ~56!

For linear bathymetryHa52HrHs /(Hr1Hs) which is an
intermediate depth close to the arithmetic and geometric
mean.

C. Lambert’s law reverberation

Imagining the rather unlikely eventuality of a localized
Lambert’s law scatterer, the extra sinu1 sinu2 term @from Eq.
~27!# turns Eq.~52! into

p dt1 dt25~c/r !2 exp$2a~2c/r !t1%

3exp$2a~2c/r !t2%dt1 dt2 . ~57!

Again collecting arrivals at timeT5t11t2 and by integrat-
ing overt1 one finds a Rayleigh-type shape to the pulse

p dT5~c/r !2T exp$2a~2c/r !T%dT

5~1/to!2T exp$2aT/tH%dT. ~58!

In practice it is unlikely ever to see this behavior unless there
is a sudden change in bottom properties.

VII. CONCLUSIONS

This paper has demonstrated that one can still get a long
way with closed-form expressions. In particular one can deal
with propagation and reverberation at high and low frequen-
cies and in isovelocity range-dependent environments with
various scattering laws. These formulas are not intended to
be a substitute for more computer-intensive numerical tech-
niques, but it should be said that, in the context of broad
band active sonar, the interference effects familiar from

FIG. 7. Geographic projection of monostatic sonar signal-to-reverberation
ratio on a slope, corresponding to Figs. 4 and 5.
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single frequency wave solutions are, in any case, smoothed
out as these formulas would suggest. Trends are therefore
well explained. Indeed one could argue that operational re-
search studies and trials planning hardly need more sophis-
tication.

In Sec. II the propagation formulas for mode stripping
and single remaining mode were reviewed and developed.
After briefly investigating the likely variations in scattering
law in Sec. III the propagation formulas were extended in
Sec. IV to calculate target echo and reverberation under all
the earlier propagation conditions including Lambert,
Lommel-Seeliger, and angle-independent scattering laws.

Signal-to-reverberation ratio was calculated and tabu-
lated in Sec. V. Graphs of SRR show three dominant re-
gimes. At ranges less than a few km SRR tends to decrease
with range largely because of the usual increase of scattering
area and hence reverberation with range. At intermediate
ranges there is a regime whereSRR is independent of range,
in other words, in which there can be no reverberation lim-
iting. FurthermoreSRR is improved by high bottom loss. Be-
yond this, depending on frequency, there is a regime where
only one mode remains and so target echo and reverberation
decay at least exponentially, however target always decays a
bit more than reverberation so again SRR decreases with
range. There are a few more surprises with range-dependent
SRR. Going up-slope, propagation is more lossy because of
the steeper ray angles, but this is counteracted by the con-
centration of flux in the shallower water. The result is that
one-way propagation rises only weakly in proportion to
A(Hs /Heff) whereHeff is the ‘‘effective depth,’’ intermediate
between source and scatterer depth~in fact, it is the average
in the case of a uniform slope!. Consequently two-way target
echo is proportional toHs /Heff , but reverberation goes as
(Hs /Heff)

2. This is only a modest increase compared with the
flat bottom case. For instance, on a uniform slope halving the
depth (Heff5

3
4Hs) results in only a 2.5 dB increase in rever-

beration, and doubling it (Heff5
3
2Hs) results in a 3.5 dB de-

crease. Going downslope the SRR actually rises as range
increases so that there is a benefit in looking towards deep
water. All the range-dependent formulas in this paper are for
general bathymetric profiles although the illustrations are for
uniform slope.

In all these cases bottom losses control the angle distri-
bution, and in Sec. VI this distribution was converted into a
distribution in time or a pulse shape~envelope! for a point
scatterer. Interestingly this spread pulse has a constant length
irrespective of range, and the shape is exponential in time for
a two-way angle-independent path. This finding was shown
to be true in a range-dependent, refracting environment. Cal-
culations are also possible for Lambert’s law but the pulse
shape can, of course, never be seen in the reverberation be-
cause of the scatterer’s finite extent. The constant pulse
length has two implications. One is that it depends on the
reflection~and not scattering! properties of the environment
in a simple way, and therefore could, in principle, be used as
a way of measuring bottom reflection properties. The other is
that a known and constant time spreading is a bonus for
active sonar processing designers.
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Acoustic backscattering by Hawaiian lutjanid snappers.
I. Target strength and swimbladder characteristics
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The target strengths and swimbladder morphology of six snapper species were investigated using
broadband sonar, x rays, and swimbladder casts. Backscatter data were obtained using a
frequency-modulated sweep~60–200 kHz! and a broadband, dolphinlike click~peak frequency 120
kHz! from live fish, mounted and rotated around each of their three axes. X rays revealed
species-specific differences in the shape, size, and orientation of the swimbladders. The angle
between the fish’s dorsal aspect and the major axis of its swimbladder ranged from 3° to 12° and was
consistent between individuals within a species. This angle had a one-to-one relationship with the
angle at which the maximum dorsal aspect target strength was measured (r 250.93), regardless of
species. Maximum dorsal aspect target strength was correlated with length within species. However,
the swimbladder modeled as an air-filled prolate spheroid with axes measured from the x rays of the
swimbladder predicted maximum target strength significantly better than models based on fish
length or swimbladder volume. For both the dorsal and lateral aspects, the prolate spheroid model’s
predictions were not significantly different from the measured target strengths~observed power
.0.75! and were within 3 dB of the measured values. This model predicts the target strengths of all
species equally well, unlike those based on length. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1614256#

PACS numbers: 43.30.Sf@WMC# Pages: 2757–2766

I. INTRODUCTION

The Hawaiian bottomfish fishery is comprised of 12 spe-
cies, the most important of which are seven snappers in the
family Lutjanidae that dwell near the bottom in deepwaters
~100–400 m!. Although all of these species are federally
managed, two species, the onaga or long-tailed red snapper
~Etelis coruscans! and the ehu or red snapper~Etelis carbun-
culus!, have become depleted in the main Hawaiian Islands.
A third species, the opakapaka or pink snapper~Pristipo-
moides filamentosus!, is considered critical to the fishery
~Western Pacific Regional Fisheries Management Council,
1999!. These three species, the most commercially important
bottomfish, are the primary species of concern in this study.
Preliminary management efforts for these species have been
made; however, the potential effectiveness is undetermined
because very little is known about these deepwater fish and
their habitat.

The use of various types of acoustic instrumentation
such as side-scan sonar, split beam sonar, multi-beam sonar,
and doppler current profile sounders could potentially be
used to address the problems of monitoring these deepwater
fish. However, all of these acoustic technologies share some
common and unique disadvantages, one of which is the need
for detailed acoustic backscattering data for targeted species
~MacLennan, 1990!. Field application of acoustic methods to
estimate animal abundance requires information on the

acoustic size, target strength or backscattering cross section
of individual organisms~MacLennan, 1990; Thiebauxet al.,
1991!. No dorsal aspect measurements of acoustic scattering
strength are available for deepwater snappers.

Swimbladders have been identified as the primary cause
of acoustic backscattering in several species~Clay and
Horne, 1994; Foote, 1980!, accounting for as much as 90%–
95% of echo energy. Some studies have found that the scat-
tering field for the entire fish can be reconstructed mainly
from the properties of the swimbladder~Clay and Horne,
1994; Foote, 1980; Foote and Ona, 1985!. However, no in-
formation on the size, shape, or other characteristics of the
swimbladders of Lutjanid snappers is available.

The objectives of Part I of this work were to obtain
target strength and physiological data that could contribute to
the acoustic assessment of Hawaiian deepwater snappers in
the field. Measurements of backscatter strength takenin situ
from a manned submersible show that the shape and size of
the swimbladder is roughly conserved in these fish~Benoit-
Bird et al., 2003!. However, these backscatter measurements
are only from the lateral aspect of the fish. The first objective
was to obtain controlled measurements of acoustic backscat-
ter strength from all aspects of these fish, particularly the two
depleted species and the pink snapper, which is the most
commercially valuable species. The second was to measure
the shape, size, and orientation of the swimbladders of the
same fish. Objective three was to assess how acoustic back-
scattering strength was related to the swimbladder measures
and other physiological characters such as length, biovol-
ume, and wet weight.

a!Author to whom correspondence should be addressed. Electronic mail:
wau@hawaii.edu
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II. METHODS

A. Backscatter

Specimens of five of the seven Hawaiian deepwater
snapper species and one introduced shallow water snapper
were captured off the coasts of the Hawaiian Islands using
standard, bottomfishing techniques. The fish were kept alive
by immediately deflating their over-expanded swimbladders
with a hypodermic needle, releasing the pressure caused by
the rapid change in depth. Fish were then transported to the
Hawaii Institute of Marine Biology’s bottomfish hatchery on
Oahu. There, they were maintained in tanks or net pens for a
minimum of 8 days to allow them to acclimate to ambient
conditions and heal their swimbladders before their back-
scattering properties were measured. A live, individual fish
that had been starved for one day was then transferred into a
bath containing 1 mL of 2-phenoxy-ethanol per 10 L of sea-
water. Once anesthetized, the fish was enclosed in a fitted
monofilament net bag to restrain its movements. The net bag
was mounted to a large, weighted, monofilament net that
could be rotated 360° by a rotor@Fig. 1~a!#. The fish was
sequentially mounted in three orientations, the order of
which was randomized, for rotation about each of its three
axes@dorsal tilt, dorsal roll, and lateral, Fig. 1~b!#. Ten to 11
specimens each of the three primary species of bottomfish
were acoustically examined while their stomachs were
empty.

A bi-static system was used to measure the echoes from
the fish. Planar circular transducers were used as the projec-

tor and receiving hydrophone. The transducers were located
side by side with a center-to-center separation distance of
10.5 cm. The transmit and receive transducers were both set
up 2.2 m deep, the same depth as the mounted fish, approxi-
mately 6 m from the fish. Two signals were used, a linear,
frequency-modulated sweep with a frequency range of 60 to
200 kHz and a broadband, dolphinlike click with a peak
frequency of 120 kHz and a 60-kHz bandwidth, as shown in
Fig. 2. The overall 3-dB beamwidth of the transducer assem-
bly at the peak frequency of the signals was 12°. The outgo-
ing signals were produced using a function generator com-
puter plug-in board. The function generator also produced a
trigger signal for each transmission. After a delay related to
the two-way travel time from the signal to the target, a de-
layed trigger prompted a Rapid System R1200 analog-to-
digital ~A/D! converter to digitize and store a block of 1024
sample. Sampling rates of 1 MHz were used for the function
generator and the A/D converter. The delayed trigger also
caused the rotor and net to advance by an incremental angle.
Echoes were collected in 1.5°–2.5° increments about each of
the fish’s three axes for both source signals.

The incident signals were first measured and digitized
with the receiving hydrophone located at the position of a
target fish, directly facing the projecting transducer. Target
strength based on the signal amplitudes as a function of fre-
quency was calculated by comparing the reflected signal to
the incident signal using the equation

TS~ f !520 logF uVe~ f !u
uVi~ f !u G120 log~R!, ~1!

whereuVe( f )u is the absolute value of the Fourier transform
of the echo voltage after correcting for gain,uVi( f )u is the
absolute value of the Fourier transform of the incident volt-

FIG. 1. ~a! Experimental setup showing the position of the fish tied into a
net bag and mounted to a larger, weighted net turned by a rotor. Both the
transmit and receive transducer were located 6 m from the fish, 2.2 m deep,
the same depth as the fish.~b! Orientations of target fish as they were rotated
about their axes.

FIG. 2. Waveforms and spectrograms of the incident sonar signals.
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age, andR is the distance between the transducers and the
target. Target strength based on the energy in the incident and
echo signals were also calculated using the equation

TSE~ f !510 log@Ee /Ei #120 logR, ~2!

whereE is the value of the integral with respect to time of
the respective instantaneous voltage squared. Target strength
based on the absolute value of the voltage in the frequency
domain was calculated at frequencies of 60, 100, 150, and
200 kHz using Eq.~1! and on energy using Eq.~2!. Echoes
from the empty net apparatus were also measured at different
orientations. The net apparatus echoes interfered with the
fish echoes only within615° of the head and tail of the fish.
Echoes from these orientations were removed from the
analyses.

After acoustic measurement, fish were sacrificed by
over-anesthetization using 2 mL of 2-phenoxy-ethanol per 10
L of seawater. The standard length, total length, displacement
volume, and wet weight of each fish were measured after
which specimens were immediately frozen.

B. Swimbladders

Frozen fish were taken to Queen’s Medical Center where
they were x-rayed from both their dorsal and lateral aspects.

The lengths of each of the axes of the swimbladder and the
angle between the dorsal aspect of the fish and the major axis
of the swimbladder were measured directly from the x rays
~Fig. 3!. X rays also revealed swimbladders that were dam-
aged during decompression. In these fish, air was evident in
other cavities within the body and the bottom edge of the
swimbladder was indistinct. These fish were not included in
the acoustic or swimbladder analyses.

After x-raying, fish were partially thawed and a small
slit was made on their ventral side to expose the ventral-most
portion of the swimbladder. A syringe with an 18-gauge
needle was used to inject Plaster of Paris~2 parts plaster to 1
part water! into the swimbladders following the general tech-
nique of Do and Surti~1990!. A small amount of food col-
oring was mixed into the plaster to allow it to be seen
through the translucent swimbladder wall, making it easier to
determine when the swimbladders were full. When injected,
the fish were partly frozen which maintained the structures
around the swimbladders, preserving their shape as much as
possible. The fish were refrigerated for 24 h postinjection
after which the hardened swimbladder casts were extracted.
Each cast was then sealed with a spray varnish and its dis-
placement volume measured.

FIG. 3. Dorsal and lateral x rays of five species of
Hawaiian, lutjanid snappers. The swimbladders of each
fish are evident as the dark areas behind the eye and
below the spine of each fish. Fish are all scaled to the
same length to permit comparison of interspecies differ-
ences in swimbladder size. The axes of the swimbladder
of each fish were measured from the x rays, as shown in
the top panel.
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C. Data analysis

The correlation between the target strengths measured
using the two signal types was tested using a linear correla-
tion. The relationships between the log of fish standard
length and maximum target strength from both the dorsal and
lateral aspects were assessed using a linear regression for the
frequency-modulated sweep’s total energy and four discrete
frequencies: 60, 100, 150, and 200 kHz. The relationship
between the angle at which the maximum dorsal aspect tar-
get strength was measured and the angle of the swimbladder
relative to the dorsal aspect of the fish was tested with a
linear regression.F-tests were used to test the significance of
each regression’s slope.

The measured maximum dorsal and lateral aspect target
strengths were compared to the predictions from various
simple models. First, the maximum measured target strength
was compared to the target strength of the fish predicted by
modeling the swimbladder as a prolate spheroid~Furusawa,
1988! using the equation

TSprolate spheroid510 log@~bc/2a!2#, ~3!

wherea, b, andc are the axes of the swimbladder measured
from the x rays and the source is parallel to axis-a ~Urick,
1983!. The target strength derivation of Furusawa~1988! for
the prolate spheroid was used instead of Stanton’s~1989!,
mainly because of its simplicity. The second model predicts
target strength of the fish by modeling the swimbladder as a
sphere with a volume equivalent to that measured from the
plaster cast of the swimbladder using the equation

TSsphere510 log~r 2/4!, ~4!

wherer is the radius of the sphere~Urick, 1983!. The equa-
tion for backscatter from a gas-filled sphere is considerably
more complicated than Eq.~4!, yet for ka.1, the results are
similar ~Stanton, 1989!. While the spherical model is a gross
oversimplification of a fish, its use by commercial echo-
sounders and in inverse techniques merits its comparison
with other models. The final models for dorsal-aspect target
strength are based on fish length using the equation Love
~1970! developed for many types of fish and Foote’s~1980!
equation for swimbladder-bearing fish. Although many mod-
els of dorsal-aspect target strength of fish have been devel-
oped, those of Love~1970! and Foote~1980! are very con-
sistent with these other models~McClatchie et al., 1996!.
The differences between the measured and predicted target
strength for each model were compared using pairedt-tests,
corrected for multiple comparisons using the Bonferroni
method.

III. RESULTS

A. Swimbladders

The shape of the swimbladder of each species is unique
and conserved between the various individual specimens of
the primary species over a range of sizes~Fig. 3!. Compari-
son of x rays to similar views of plaster casts of the swim-
bladders reveals that the shape of the swimbladder is con-

served by the casts. Axes measurements of the swimbladders
taken with vernier calipers were within 3 mm of those taken
directly from x rays.

From the lateral view, the pink snapper’s swimbladder is
shaped like an unbalanced ovoid with the posterior end
larger than the anterior. The wider, posterior, end of the
swimbladder reaches a small peak near the center of the
rounded portion. From the dorsal view, the pink snapper’s
swimbladder is a nearly perfect ovoid, symmetrical from side
to side and from front to back.

The dorsal side of the swimbladder of the red snapper is
similar to that of the pink snapper, while its ventral side was
much fuller after the anterior quarter. The red snapper’s
swimbladder, like the pink snapper’s, ends in a small peak at
the center of the rounded portion. From the dorsal view, the
red snapper’s swimbladder was nearly ovoid in shape, wider
at the posterior than anterior end. Both the anterior and pos-
terior ends of the red snapper’s swimbladder taper rapidly to
a point.

The long-tailed red snapper has a much more linear
swimbladder than either the red snapper or the pink snapper,
shaped like a rough parallelogram from the side, similar to a
saddle. From the dorsal view, the red snapper’s swimbladder
is nearly triangular in shape, wide and flat at the anterior end
and tapering to the rounded posterior end.

Plaster casts revealed three-dimensional structure that
could not be observed in x rays. The pink snapper and the
red and long-tailed red snapper’s swimbladders have signifi-
cant rippling on their dorsal and lateral sides. As many as
eight bumps on the dorsal side of the swimbladders and eight
corresponding diagonal grooves on the sides of the swim-
bladders are evident. This feature appears to be formed by
the swimbladder pushing against muscles that are attached to
the spine of the fish. These ripples are not evident in the
Brigham’s snapper, the blue-striped snapper, or von Sie-
bold’s snapper.

The standardized volume of the swimbladder~i.e., the
percent of the fish’s body volume! showed species-specific
differences~Table I!. Intraspecific variation was similar to
that observed by Ona~1990!. The standardized lengths of the
axes of the swimbladder~i.e., the percent of the fish’s body
length! taken together also showed species-specific differ-
ences. The swimbladder of the blue-striped snapper and
Brigham’s snapper were the most distinctive because of their
relatively small overall bladder size. Intraspecific variation in
the relative sizes of these axes seemed to be related to the
fullness of the gut. In particular, the swimbladders of fish
with full stomachs were dorso-ventrally flattened, increasing
the length of the minor axis and decreasing the length of the
vertical axis. This affected the lateral-aspect swimbladder
cross-sectional area more than the dorsal-aspect area.

The orientation of the swimbladder relative to the dorsal
aspect of the fish was also species-specific. In all six fish
species, the swimbladder was tilted backwards from the dor-
sal aspect of the fish; the anterior end of the swimbladder
was higher than the posterior end. Again, the blue-striped
snapper and the Brigham’s snapper were the most different
from the other species; their swimbladders were only slightly
angled relative to the fish’s dorsal aspect. The three primary
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species had mean swimbladder angles that varied between
8.4° and 12.2° with the red snapper’s swimbladder having
the largest angle~Table I!.

B. Target strength

The angle at which the maximum dorsal-aspect target
strength was measured had a nearly one-to-one relationship
~slope51, p.0.10, power50.93! with the angle of the
swimbladder relative to the dorsal aspect of the fish, regard-
less of species (r 250.88) ~Fig. 4!. The points that show the
most difference between the two measures are the blue-
striped snapper and the Brigham’s snapper, both having
rounded dorsal surfaces to their swimbladders and a small
angle between their swimbladder and their dorsal aspect.

The total energy dorsal aspect target strengths measured
with the frequency-modulated and dolphinlike signals had a
strong relationship (r 250.89) the slope of which was not
significantly different from 1 (p.0.10, power50.86!. The
same is true of the lateral aspect target strengths (r 250.84,
p.0.10, power50.83!. The echoes resulting from the
frequency-modulated signal, which has a broader frequency
range, are presented. For each of the three primary species,
there was a strong, linear relationship between the log of the

standard length of the fish in cm (FSL) and its dorsal aspect
target strength@Fig. 5~a!#. Some differences were evident
between species. The pink snapper had the steepest slope in
the relationship between log of standard length and dorsal
target strength (TS520.6* log(FSL)255.1, r 250.85). The
red snapper (TS513.7* log(FSL)246.6,r 250.54) and long-
tailed red snapper (TS512.6* log(FSL)242.9,r 250.80) had
similar slopes but the long-tailed red snapper had target
strengths that were about 2 dB higher for equivalently sized
fish. The target strengths of the three individual snappers that
were not target species fit the same general, length–target
strength relationship.

FIG. 4. Relationship between the angle of the swimbladder of each fish
relative to its dorsal axis as measured from the lateral x rays, and the angle
at which the maximum target strength of the same fish was measured. The
slope of the line was not significantly different from 1~slope51, p.0.10,
power50.93!.

FIG. 5. Relationship between the standard length of each fish species and its
dorsal-aspect~a! and lateral-aspect~b! target strength.F-tests reveal that the
slopes of all lines are significant (p,0.01).

TABLE I. Characteristics of snapper swimbladders.

Species
Local

common name
English

common name n

% Body length
% Body

Major Vertical Minor volume Angle

mean min max mean min max mean min max mean min max mean min max

Etelis carbunculus Ehu Red 10 24.7 20 36 6.7 3.6 10 6.5 4.6 11 3.6 2.7 6.3 12.2 7 14
Etelis coruscans Onaga Long-tailed red 10 35.7 32 41 9.7 6.7 14 8.6 6.3 12 5.2 4.6 8.1 8.4 8 9
Pristipomoides
filamentosus

Opakapaka Pink 11 33.5 23 34 9.3 5.6 14 9.5 6.2 13 3.3 2.9 5.2 10.6 8 12

Pristipomoidess
zonatus

Gindai Brigham’s 1 30.8 5.2 9 1 1.5

Pristipomoides
sieboldii

KaleKale von Siebold’s 1 23 7 5.9 2.4 14

Lutjanus kasmira Taape Blue-striped 1 23.1 7 5.6 1 3
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For the three primary species, there was also a strong,
linear relationship between the log of the fish’s standard
length and its lateral aspect target strength (p,0.05 for all
comparisons! @Fig. 5~b!#. The relationship between the
length and the pink snapper’s lateral aspect target strength
could be described by the equation TS526.2* log(FSL)
263.5 (r 250.85). The red snapper had the steepest slope in
the relationship between log of standard length and target
strength (TS547.2* log(FSL)298.3, r 250.81). The long-
tailed red snapper’s lateral aspect target strength–length re-
lationship can be described as TS528.9* log(FSL)
268.8 (r 250.81).

Consistent effects of frequency on the target strength of
fish were not observed. Other studies have found that target
strength decreases with increasing frequency, specifically by
0.9 log frequency~see Love, 1969, 1970; Urick, 1983!.
While the range of variation in target strength as a function
of frequency was approximately the same as that predicted
by this equation, no consistent change was observed as a
function of frequency. Essentially, the log length–target
strength regression lines for each frequency cross both in the
dorsal and lateral aspect.

The variance in target strength as a function of the fish’s
orientation for the entire rotation in each plane increased
with increasing frequency for all species~Fig. 6!. Variance
values increased from 13 to 49 dB2 with increasing fre-
quency. The total energy target strength variance, with values
between 0.1 to 11 dB2, was lower than the variance of all
discrete frequencies, in all three planes. Differences in the
magnitude of target strength variance as a function of angle

were observed between species~Fig. 7!. In the tilt plane, the
red snapper had a larger variance than the other species. In
the roll plane, the red snapper had a lower variance than the
other species, although the overall variance for all three spe-
cies in this plane was low. The variance in the lateral plane
was much higher in the pink snapper than in the other spe-
cies; both the red and long-tailed red snappers had very low
variance in this plane.

The 615° about both the dorsal and lateral aspects of
the fish are the most important for utilizing these measures in
a field study. The variance over the615° about each major
axis was generally decreased compared with the variance
over the entire fish. Species differences in the magnitude of
variance in target strength about the tilt and lateral axes were
evident. However, there were no differences in variance be-
tween species in the roll plane over this limited range of
angles; the variance in target strength of all three species was
extremely low. The target strength over this range of angles
had a range of 8 to 12 dB in the tilt plane, 2.5 to 7 dB in the
roll plane, and 4 to 6 dB in the lateral plane. Single factor
analysis of variance revealed that there were significant dif-
ferences in the range of target strengths observed in all three
planes as a function of species (p,0.05). Long-tailed red
snapper had the greatest range of target strength values in the
tilt plane and the most limited range of target strength values
in the roll and lateral planes. Red snapper and pink snapper
had similar ranges in their target strengths over the615°
about each major axis.

Dorsal-aspect acoustic backscattering cross section was
linearly related to wet weight in grams, a measure of bio-

FIG. 6. Target strength as a function
of dorsal tilt angle for a 41-cm-long
pink snapper. The total energy target
strength is shown in the center, sur-
rounded by the target strength at dis-
crete frequencies. The target strengths
are scaled to the maximum observed
for the fish. Each tick mark represents
a loss of 10 dB from the maximum
value, up to 35 dB below the maxi-
mum value. Echoes taken from within
15° of the head and tail of the fish
were dominated by the mounting rig
and are not shown.
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mass, for each snapper species~Fig. 8! @red snapper wet
weight (g)522983* sigma~m2)218.39 (r 250.82, p
,0.05); long-tailed red snapper wet weight (g)
524631* sigma~m2)2527.55 (r 250.71, p,0.05); pink
snapper wet weight (g)512665* sigma~m2)2122.91 (r 2

50.77, p,0.05)#. Similar relationships were observed be-
tween acoustic backscattering cross section and biovolume.
Acoustic backscattering cross section did not predict biovol-
ume and wet weight significantly differently than the cube of
length, a standard predictor (p.0.05 for both comparisons!.
These relationships could be helpful in estimating fish biom-
ass in future field studies of these species, without needing
length-weight curves for each species~Benoit-Bird and Au,
2002!.

C. Models

Comparison between maximum measured target
strength values and those predicted by various models for
lateral and dorsal aspect target strength showed only the pro-
late spheroid model was accurate and precise~Fig. 9!. The
predictions from the sphere model, based on the volume of

the swimbladder, were significantly different from both the
lateral aspect and dorsal aspect target strength (p,0.005).
Both target strength models using fish length, based on the

FIG. 7. Total energy target strength of a representative of each species of fish as a function of orientation. Dorsal tilt is shown on the left, dorsal roll in the
center, and lateral aspect on the right. Each tick mark represents a loss of 10 dB from the maximum value, up to 35 dB below the maximum value. Echoes
taken from within 15° of the head and tail of the fish were dominated by the mounting rig and are not shown.

FIG. 8. The relationship between the dorsal-aspect acoustic cross-section
and biomass, expressed as wet weight. There is a strong relationship and a
significant slope (p,0.05).
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equations of Love~1970! and Foote~1980!, predicted values
that were significantly different than the maximum dorsal
aspect target strength (p,0.005). Foote’s equation for fish
with air-filled swimbladders predicted maximum target
strength significantly better than the general fish equation of
Love (p,0.05). The target strengths predicted by the prolate
spheroid model of the swimbladder were not significantly
different from the maximum measured target strengths from
either the dorsal or lateral aspects~power50.73!. The mea-
sured target strengths were all within 3 dB of the predictions
of the prolate spheroid model.

On average, the lateral aspect target strength was 0.8 dB
higher than the dorsal aspect target strength of the same fish.
The relationship is reversed in more than one-third of the
individuals, with the dorsal aspect target strength being
higher than the lateral, unlike the trend that is commonly
observed~Love, 1969!. In all fish, the prolate spheroid model
correctly predicted which aspect should have the higher tar-
get strength, if not the difference between the two. However,
it is important to note that the target strength values used
here are based on energy over a 60-kHz band while values
for the other models were at a specific frequency.

IV. DISCUSSION

X rays and swimbladder casts revealed that the swim-
bladder shapes among different snapper species varied sig-
nificantly. This is evidenced in the percent of body length of
the three swimbladder axes. The differences are visible in the
swimbladder x rays where differences are particularly notice-
able in the degree of curvature or linearity of the swimblad-

ders. Interestingly, the fish in the genusPristimopoides,
closely related fish, showed remarkable differences in their
swimbladder shapes. Likewise, the swimbladder characteris-
tics of two fish species in the genusEtelis were very differ-
ent. The fish within each genus were more different from
each other than some of the other, less related fish. This is
obvious in the swimbladder volume, expressed as percent of
body volume. The differences in volume between fish are
greater within each genus than between them.

While swimbladder shape and volume varied between
species, target strength values among the three target species
did not greatly vary. Target strengths, both lateral and dorsal,
of all three target species were correlated with standard
length. The lateral aspect target strength was predicted about
equally well by standard length in all three species. The dor-
sal aspect target strength was predicted equally in the long-
tailed red snapper and the pink snapper. However, the rela-
tionship between length and lateral aspect target strength was
weaker in the red snapper. The relationship between fish
length and the axes of the fish swimbladders was strong in
both the long-tailed red snapper and pink snappers, withr 2

values greater than 0.75 for the major and minor axes of the
swimbladders, and greater than 0.44 for the vertical axis.
However, the red snapper had a strong correlation between
length and only the major axis of the swimbladder (r 2

50.83). Their was no significant relationship between red
snapper length and the length of the minor or vertical axes of
its swimbladders (r 2,0.14, slopeÞ0 p.0.15, power50.48!.
Because swimbladder size is a primary factor responsible for
the strength of echoes, this lack of a correlation between two
of the swimbladder size measures and length translates to a
weaker relationship between red snapper length and target
strength.

Swimbladder shape in all three target species varied
most in the dorso-ventral plane. Changes in swimbladder
shape were particularly noticeable in fish with full stomachs.
Because the dorsal aspect cross-sections of the swimbladders
varied less than the lateral-aspect cross sections, variance in
the lateral-aspect target strength between individuals within a
species was greater than target strength variance in the dorsal
aspect. Variance in target strength within individuals about
the lateral axis was also high. Consequently, attempts to es-
timate snapper size from target strength when fish cannot be
directly observed would be more accurate from the dorsal
than the lateral aspect, suggesting the most appropriate tool
for field surveys would by a downward-looking sonar system
or upward-looking, bottom-mounted devices.

The lack of a relationship between frequency and target
strength is contrary to previous work. Other studies have
found that target strength decreases with increasing fre-
quency ~f!, specifically by 0.9 log(f) ~Love, 1969, 1970;
Urick, 1983!. This is caused by the complex relationship
between target strength and frequency within each fish, dis-
cussed in Au and Benoit-Bird~2003!.

As expected, the directivity of target strength values
over each plane of the fish increased with increasing fre-
quency ~Urick, 1983! and contained many nulls and local
peaks. However, the broadband, total energy target strength
had the lowest directivity. The broadband pattern based on

FIG. 9. Comparison between measured target strength values and those
predicted by various models. Lateral aspect models, one modeling the swim-
bladder as a prolate spheroid based on the axes of the swimbladder mea-
sured from an x ray, and one modeling the swimbladder as a sphere with a
volume equivalent to that measured of a plaster cast of the swimbladder. The
dorsal aspect models are shown on the right; again the prolate spheroid and
sphere models for target strength based on the swimbladders are included as
are the models based on fish length for all types of fish~Love, 1970! and
only on fish possessing a swimbladder~Foote, 1980!. Positive values indi-
cate that the model, on average, underestimated the fish’s target strength and
negative values indicate the model overestimated the fish’s target strength.
Error bars show 95% confidence intervals. Thep values are indicated for
models that differ significantly from the data, compared with pairedt-tests
corrected for multiple comparisons using the Bonferroni method. Power
values are shown for the models that are not significantly different from the
data.

2764 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Benoit-Bird et al.: Lutjanid snapper target strength



total energy was considerably smoother than the patterns at
the various frequencies. Local maxima and minima in the
narrow-band pattern are the results of constructive and de-
structive interferences of the scattered signals. The interfer-
ence effect is not as strong with broadband signals. Utilizing
the broadband target strength of these fish could reduce the
error associated with estimating their size when they have an
unknown distribution of tilt and roll angles. Differences be-
tween species in the directivity of target strength, particularly
within 15° of the dorsal axis, can introduce differences in
this error, assuming an equivalent distribution of orienta-
tions. The use of broadband target strength estimates would
reduce the differences.

A strong correlation between the dorsal aspect acoustic
backscattering from each of the three target snapper species
and their wet weight, a measure of biomass, was observed.
This permits a direct conversion of acoustic backscattering to
biomass without knowledge of the size distribution of the
population~Benoit-Bird and Au, 2002!. While some differ-
ences in the relationship were observed between species, the
combined relationship for all three species was still strong
(r 250.65, p,0.05). This could permit a conversion of
acoustic scattering to snapper species biomass, even if spe-
cific species identification were not possible.

Modeling acoustic backscattering strength using mea-
sures of fish physical characteristics can elucidate the factors
affecting sound scattering. The prolate spheroid model of
Furusawa~1988! accurately predicted the maximum target
strengths of all species of snappers, based only on simple
size characterization of the swimbladder. The model also ac-
curately predicted the direction of differences between dorsal
and lateral-aspect target strength. None of the other models
used, based on fish length or swimbladder volume, accu-
rately predicted target strength. It is likely that the Clay and
Horne model based on fish swimbladder shape would accu-
rately predict target strength, however the complexities in-
volved in calculating the model were beyond the scope of
this work. Models based on fish length varied in their ability
to predict target strength in different species because of small
species-specific differences in length–target-strength rela-
tionship. Both the Love and Foote models use total fish
length as the predictive variable. The relationships between
fish total length and target strength were significantly weaker
for all three species than the relationships between fish stan-
dard length, a measure of only the firm tissue of the fish
ignoring the tail, and target strength (p,0.05 for all com-
parisons!. This indicates that variance in fish target-strength–
length relationships could be reduced by utilizing standard
length instead of total length. The prolate spheroid model
showed no differences in its ability to predict target strength.
Unlike the other models of target strength used, the prolate
spheroid model overestimated the target strength of the fish.
This is likely because of the simple swimbladder shape as-
sumed by the model and the contribution of the rest of the
fish’s body to the backscattering. The accuracy and general-
ity of the predictions of target strength based on these simple
measures of swimbladder size, however, indicate the impor-
tance of the swimbladder in the echo strength of these fish.
This is confirmed by the correlation between swimbladder

tilt angle and the angle of maximum reflection.
Few detailed studies of acoustic backscattering strength

by a group of closely related fish have been reported. The
questions of frequency, orientation, biomass, and the rela-
tionship between swimbladder shape, orientation, and size
were investigated utilizing a combination of techniques. Spe-
cific target-strength–length and backscattering–biomass re-
lationships were determined for the three most abundant
snapper species. The effect of frequency on scattering
strength was unpredictable, unlike previous results. Orienta-
tion effects on backscattering strength show the potential of
broadband target strength measures to reduce errors associ-
ated with an unknown distribution of fish orientation in the
wild. The results of target strength models based on x ray
measures of swimbladder characteristics indicate the impor-
tance of the shape of a snapper’s swimbladder size on its
backscattering strength. These results also provide an impor-
tant base for the utilization of sonar techniques for field stud-
ies of snappers in the Hawaiian Islands.
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Acoustic backscattering by Hawaiian lutjanid snappers.
II. Broadband temporal and spectral structure

Whitlow W. L. Aua) and Kelly J. Benoit-Bird
Hawaii Institute of Marine Biology, P.O. Box 1106, Kailua, Hawaii 96734

~Received 13 September 2002; accepted for publication 11 August 2003!

The characteristics of acoustic echoes from six species of deep-dwelling~up to 400 m! Hawaiian
Lujanid snappers were determined by backscatter measurements at the surface. A broadband linear
frequency-modulated signal and a short dolphinlike sonar signal were used as the incident signals.
The fish were anesthetized and attached to a monofilament net that was attached to a rotor so echoes
could be collected along the roll, tilt, and lateral axes of each fish. The temporal highlight structure
of broadband echoes was determined by calculating the envelope of the cross-correlation function
between the incident signal and the echoes. The echo waveforms were complex with many
highlights and varied with the orientation of the fish. In the tilt plane, the strongest echoes occurred
when the incident signal was perpendicular to the long axis of the swimbladder. The number of
highlights was the fewest at this orientation. The number of echo highlights and the length of echoes
increased as the fish was tilted from this orientation. The highlight structure of the echoes resulted
in the transfer function being rippled, with local maxima and minima that changed with fish size and
species. The echo structures in both the time and frequency domains were generally consistent
within species and were easily distinguishable between species. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1614257#

PACS numbers: 43.30.Sf@WMC# Pages: 2767–2774

I. INTRODUCTION

Information on the behavior, movement patterns, habitat
utilization, and abundance of deepwater lutjanid snappers in
Hawaii, an important and threatened fishery, is extremely
limited ~Haight et al., 1993!. Various acoustic techniques
have the potential to provide important information to fill
these gaps~MacLennan, 1990; MacLennan and Holliday,
1996; MacLennan and Simmonds, 1992; Simmonds and Ma-
cLennan, 1996!. However, the difficulties identifying and es-
timating the abundance of species with acoustics limits the
utilization of these techniques.

In order to identify species using acoustics, more infor-
mation is required than can be obtained from a single fre-
quency. Multiple-frequency techniques have been suggested
as an effective way to estimate the size distributions and total
abundance of many classes of organisms in the ocean~see a
review in Greenlaw and Johnson, 1983!. These methods have
primarily been limited to discrete frequencies that must be
carefully selected with knowledge of the scattering charac-
teristics of potential targets.

Broadband acoustic signals, those that contain a continu-
ous, wide range of frequencies rather than a few, discrete
frequencies, have the potential to provide significant infor-
mation about targets~Barr, 2001; Burdic, 1968!. Species may
reflect a broadband acoustic signal differently and these echo
differences may be obvious in the time or frequency domains
~Zakhariaet al., 1996!. For example, differences may result
in target strengths at specific frequencies; the number, posi-
tion, and amplitude of echo highlights or spectral ripples as
well as changes in these characteristics as a function of the

orientation of the target~Au and Snyder, 1980; Urick, 1983!.
Using a sonar with a broadband signal that has a good fre-
quency and temporal resolution, the backscatter characteris-
tics of different species may be resolvable.

In order to identify fish in the wild, however, informa-
tion is needed on the characteristics of the population of
interest and the relationship of these characteristics to the
acoustic properties of the target populations. A mathematical
or theoretical solution to this problem, particularly for com-
plicated, acoustically understudied targets such as fish, is not
currently available. The objectives of Part II of this work
were to ~1! determine if species-specific differences in the
broadband characteristics of closely related Hawaiian lut-
janid snappers exist;~2! quantify these differences; and~3!
determine how these differences are affected by fish size.
Three specific species of lutjanid snappers are of prime in-
terest, the onaga or long-talied red snapper~Etelis corus-
cans!, the ehu or red snapper~Etelis carbuncuhus!, and the
opakapaka or pink snapper~Pristipomoides filamentosus!.
These three species are the most critical to the lutjanid fish-
ery ~Western Pacific Regional Fisheries Management Coun-
cil, 1999! and are the most depleted in the main Hawaiian
Islands.

II. METHODS

Acoustic data were collected as in Part I of this work
~Benoit-Bird et al., 2003a!. Lutjanid snappers caught off the
coasts of the Hawaiian Islands were allowed to acclimate to
ambient conditions for at least eight days before their back-
scattering properties were measured. Although these lutjanid
snappers are deep dwelling~up to 400 m!, backscatter mea-
surements done both at the surface andin situ at 250 m
indicate that once the fishes acclimatize to surface condi-a!Electronic mail: wau@hawaii.edu
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tions, their swimbladders retain a similar shape and volume
as in deep waters~Benoit-Bird et al., 2002!. Live individual
fish were anesthetized with 1 mL of 2-phenoxy-ethanol per
10 L of seawater and enclosed in a fitted bag made of
monofilament netting. The net bag was mounted to a large,
weighted, monofilament net that was turned by a rotor 360°.

Two broadband signals were used to measure back-
scattering; a frequency-modulated sweep with a frequency
range of 60 to 200 kHz, and a dolphinlike click with a peak
frequency of 120 kHz and a 60-kHz bandwidth. The ratio of
fish length to acoustic wavelength at the peak frequency of
the dolphinlike signal varied from 12 to 38, placing the re-
sults in the intermediate frequency range, where the swim-
bladder accounts for 90% to 95% of the reflected energy
~Foote and Ona, 1985!. The waveform and frequency spec-
trum of the signals are shown in Fig. 2 of Benoit-Birdet al.
~2003a!. The results from the dolphinlike signal were consid-
ered for time-domain analyses. The short duration of this
signal~80 ms! compared to the FM signal~500ms! made the
highlight or echo structure more apparent without any spe-
cial processing; however, the results with both signals are
very similar after cross-correlating the echoes with the trans-
mitted signal. For spectral domain analyses, the results from
the frequency-modulated sweep were utilized because they
included a slightly wider frequency range. Again, the results
from the transfer functions of the two signals were similar
above 75 kHz.

The outgoing signals were produced using a function
generator computer plug-in board. The function generator
also produced a trigger signal for each transmission. After a
delay related to the two-way travel time from the signal to
the target, a trigger prompted a Rapid System R1200 analog-
to-digital ~A/D! converter to digitize and store a block of
1024 samples. Sampling rates of 1 MHz were used for the
function generator and the A/D converter. The delayed trig-
ger also caused the rotor and net to advance by an incremen-
tal angle. Echoes were collected in 1.5°–2.5° increments
about each of the fish’s three axes for both source signals.
The transmit and receive transducers, with an effective 12°
3-dB beamwidth at the center frequency of the signals, were
set up 2.2 m deep, the same depth as the mounted fish, ap-
proximately 6 m from the fish. The use of broadband signals
virtually eliminates the presence of side lobes~Au, 1993!.
After acoustic measurement, fish were sacrificed with a
2-mL/10-L dose of 2-phenoxy-ethanol. The standard length,
total length, displacement volume, and wet weight of each
fish were measured and the fish was immediately frozen.

A. Data analysis

The incident signals were measured and digitized with
the receiving hydrophone located at the position of a target
fish, directly facing the projecting transducer. Reflected sig-
nals were compared with the incident signals and corrected
for gain. The envelope of the cross correlation between each
echo and the incident signal were examined to determine
their basic time-domain characteristics. The cross-correlation
function was determined by the Fourier transform technique
using the equation

c~ t !5I21@E~ f !U~ f !# ~1!

~Brigham, 1988! whereE( f ) andU( f ) are the Fourier trans-
form of the echo and incident signals, respectively, andI21

denotes the inverse Fourier transform of the terms in the
brackets. The envelope of the cross-correlation function was
calculated by convertingc(t) into an analytic signal using
the Hilbert transform method where the absolute value of the
analytic signal represents the envelope of the signal~Barr,
2001; Burdic, 1968!.

The time resolution capability of the dolphinlike signal
can be determined by simulating reflections from two dis-
crete point targets separated by a travel time oft as ex-
pressed by the equation

e~ t !5s~ t !1s~ t2t!, ~2!

where s(t) is the incident signal that is reflected perfectly
and s(t2t) is another reflection delayed by a timet. The
result of this simulation is in Fig. 1, where the waveforms are
under columna, and under columnb are the envelopes of the
cross-correlation functions. The first signal in columna is the
incident signal, followed by signals described by Eq.~2! with
various values oft. The envelopes under columnb in Fig. 1
indicate that highlights must separated by at least 19ms be-
fore they are resolvable. Note that fort518 the two high-
lights are not resolvable and the envelope of the cross-
correlation function is wider than for the incident signal. This
property and the 3-dB width of the correlation function~22
ms! can be used to indicate whether a second highlight might

FIG. 1. The top left-hand panel is the waveform of the transmitted dolphin-
like signal with the envelope of its auto-correlation function to the right. The
remaining panels are simulated echoes consisting of the sum of two of the
transmitted signal separated by a timet ~left! along with the envelopes of
the cross-correlation functions between the transmitted signal and the simu-
lated echoes~right!. This figure shows the time-resolution property of the
transmitted signal.
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be hidden or unresolvable at different portions of an echo.
The number of highlights, or glints, in each echo waveform
was analyzed for each angle within 15° of the dorsal aspect,
in both the tilt and roll planes.

Other characteristics of the waveforms were analyzed
for echoes obtained from the dorsal aspect of each fish and at
the tilt angle where maximum echo strength was measured.
These characteristics, the relative amplitude of each high-
light, the distance between highlight peaks, and the 3-dB
width of each highlight, were compared between species,
sizes, and angles.

The transfer function of dorsal aspect frequency-
modulated echoes was determined using the equation

H~ f !520 logUE~ f !

U~ f !
U. ~3!

The transfer function is characterized by an intricate spec-
trum with many peaks and nulls. Nulls were defined as de-
creases in echo intensity from the intensity at surrounding
frequencies by at least 10 dB. Peaks were put into two cat-
egories, frequencies at which the intensity was 5 dB greater
than surrounding intensities and those with 10 dB greater
intensities.

III. RESULTS

The results are presented from the perspective of a
broadband sonar pointed vertically downward. The wave-
forms of dorsal aspect echoes for the different species are
shown in Fig. 2. The envelope of the cross-correlation func-
tion for each echo is represented by the dashed curve. From
the time representation of the echoes, it is obvious that echo
structures are very different between the species and that
many highlights exist for most of the echoes. The echo struc-
ture is very complex with portions within echoes where two
or more unresolvable highlights are apparently present.
These are indicated by the width of the cross correlation
function and the many oscillations of the signal within the
wide correlation peaks. The echo structure obtained from
10–11 of each of the targeted or primary species were simi-
lar except for the highlight intervals which were somewhat
related to fish size. The relationship between echo highlight
intervals for highlights 2–8 and fish size for dorsal aspect
echoes are plotted in Fig. 3. Some of the intervals changed
significantly with fish size while others showed little change.

An example of the backscattered waveforms from a pink
snapper as a function of the fish tilt angle is shown in Fig. 4.
The lateral aspect x ray of the fish is shown with the tilt
angles above each waveform indicating the orientation of the
fish with respect to the direction of the sonar signal. At the 0°
tilt angle, the longitudinal axis of the fish is perpendicular to
the direction of the sonar signal. Each waveform is 500ms in
duration. The shape and orientation of the swimbladder with
respect to the direction of the incident signal were the most
important factors influencing the backscattered waveforms.
The waveforms varied considerably as a function of the tilt
angle with the most highlights present at the 15° and 10°

angles. The backscatter has the highest amplitude when the
longitudinal axis of the swimbladder was approximately per-
pendicular to the sonar beam.

The number of echo highlights as a function of the tilt
angle is shown in Fig. 5. The number of highlights varies
with the tilt angle of the fish and is the least when the echo is
the strongest. The echo is the strongest when the incident
signal is perpendicular to the longitudinal axis of the swim-
bladder~Benoit-Bird et al., 2003a!. In all species, the num-
ber of highlights generally increases as the fish is tilted fur-
ther from this point with the number of highlights gradually
increasing towards increasing head-up aspect angle. The
relative amplitude, interhighlight interval, and 3-dB width of
the highlights for the three target species at the dorsal aspect
and at the aspect at which the longitudinal axis of the swim-
bladder is perpendicular to the incident signal are shown in
Fig. 6. All three of the parameters of Fig. 6 differed between
different species.

It was not within the scope of this study to determine
possible sources of reflections for the different highlights in a
species. Considerably more knowledge on the scattering pro-
cesses involved with a fish body, bony structures, and swim-
bladder shape and volume are required in order to determine
the origin of the various highlights in an echo. Figure 7 il-
lustrates the complexity of the task of identifying the sources

FIG. 2. Representative echoes from the dorsal aspect of six species of lut-
janid snappers. The dashed line plotted with each echo is the envelopes of
the cross-correlation function of the echo with the transmitted signal.
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of highlights, showing the envelope of the cross-correlation
function and an x ray of the corresponding fish~pink snap-
per!. The relative time of occurrence of each highlight with
respect to the first reflected component of the echo is shown
in a table within the figure. Also shown is the two-way dis-
tance in cm that an acoustic signal would travel for the cor-
responding delay time. If we assume that the first highlight
originated at the fish body, then the second highlight at 22ms
might have been from the forward tip of the swimbladder.
After this simple explanation for the first two highlights, the
situation becomes extremely complex, with two-way delay
distances as large as 27.5 cm. The interhighlight interval plot
of Fig. 6 also suggests relatively long echo structures that are
not easily explainable. Furthermore, the width of most of the
peaks of the cross-correlation function shown in Fig. 6 are
greater than 22ms, suggesting that these highlights are com-
posed of several unresolvable highlights.

As with target strength~Benoit-Bird et al., 2003a!,
changes in echo structure were significantly reduced in the
roll plane compared with the tilt plane. There were no sig-
nificant changes in the number of echo highlights within 10°

of fish dorsal aspect in the roll plane. The number of high-
lights increased by one in the long-tailed red snapper and
pink snapper at 15° from dorsal and two in the red snapper.
There were also few differences in the highlight structure, in
terms of relative amplitude and width, over this range of roll
angles. The 95% confidence intervals of all highlight charac-
teristics measured at dorsal and 15° in the roll plane over-
lapped. Consequently, few differences were observed in the
transfer functions~the spectral domain! as a function of roll
angle.

The transfer functions of the dorsal aspect echoes were
similar from both incident signal types. Because the
frequency-modulated signal included a slightly wider fre-
quency range, the echoes from this signal are presented.
Species-specific differences in the spectral structure of
broadband echoes are evident in Fig. 8. Because spectral and
temporal structure are related, differences observed in the
highlight structure as a function of orientation were mirrored
in the spectra. The most conserved feature of spectral struc-
ture is the frequency position of nulls, sharp decreases in
intensity of at least 10 dB, whose positions are associated
with the interhighlight intervals in the time domain echoes.

FIG. 4. An example of the echo waveforms from different tilt angles about
the dorsal aspect of a pink snapper. The duration of each waveform is 500
ms.

FIG. 5. The number of echo highlights, measured from the envelope of the
cross-correlation between the echo and the incident signal as a function of
fish tilt angle. The angle at which the strongest echo was obtained is circled.
For each species, the number of highlights was the fewest at and around the
angle at which the strongest echo was obtained. Error bars indicate one
standard deviation.

FIG. 3. The interval between each echo highlight as a function of fish
length. Regression coefficients are shown for each relationship. Most inter-
vals increased with increasing fish size, although some remained constant or
decreased.
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The position of spectral nulls was strongly related to fish
size as seen in Fig. 9. The shift of the frequencies of spectral
peaks and nulls as a function of fish length (LF) was not
constant as LF/l, where l is wavelength. An analysis of
variance revealed that there was still a significant effect of
length on the position of spectral features after LF /l was
considered (p,0.05). However, when the length of the axes
of the swimbladder (LSB) was used, the position of spectral
features that varied significantly as a function of length did
not vary significantly as a function of LSB/l (p.0.05 for all
comparisons!. This was particularly evident in the red snap-
per where swimbladder size and fish length are not as
strongly correlated as in other species.

IV. DISCUSSION AND CONCLUSIONS

Echo highlight structure varied between fish species.
While there was strong overlap in some highlight characters,
in particular, the relative amplitude of highlights, when all
three characters measured are utilized in concert, species dif-
ferentiation is possible from echo highlight characters.

Within each species, the number of highlights in echo wave-
forms increased off-axis. The further each fish was tilted
from its dorsal maximum target strength aspect, the greater
the number of echo highlights. The length of the echo also
increased off-axis. The shortest echo was observed in the
highest amplitude echo. Roll plane changes in echo high-
lights were much smaller than those in the tilt plane. While
the time-domain characteristics of echoes changed with as-
pect, the variance in these characteristics was much less
within species than between them within615° about the
dorsal aspect.

Species-specific differences in broadband echo charac-
teristics were also visible in the spectral domain. The number
of peaks and nulls, their position, relative amplitude, and
width varied strongly between species. The position of peaks
and nulls changed with fish size but the relative position and
width of features did not change with fish size within a spe-
cies. Few spectral characters were observed below about 100
kHz, regardless of fish size. This indicates that even low-
frequency broadband echoes do not have the resolution to

FIG. 6. Relative amplitude of each highlight~left!, interval between each highlight peak~center!, and the 3-dB width of each highlight~right! for each of the
three primary species. Each characteristic is shown for dorsal aspect echoes, light gray, and the maximum amplitude dorsal echoes, dark gray. Error bars show
95% confidence intervals.
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distinguish differences in spectral structure that are caused
by species differences in the shape of the swimbladder, a
relatively small structure.

In order to observe the relationship between highlight
spacing and the ripple structure in the spectral domain, con-
sider a target that produces an echo,e(t) with n distinct and
separable highlights that can be expressed as

e~ t !5a0s~ t !1a1s~ t2t1!1¯1ans~ t2tn!, ~4!

wherean is the amplitude of thenth highlight andtn is the
delay time between thenth highlight and the first highlight.
The spectrum of Eq.~4! can be expressed as

uE~ f !u5uS~ f !u$@a01a1 cos~2p f t1!1¯

1cos~2p f tn!#1@a1 sin~2p f t1!1¯

1sin~2p f tn!#%1/2. ~5!

The cos and sin terms are responsible for the ripple pattern
and thet term specifies the position of the nulls in the spec-
trum. From Eq.~5! we can obtain an insight between the
relationship of the spectra shape and highlight intervals.

Fish size is traditionally related to target strength. The
relationship between fish length and target strength for the
snapper species was not particularly strong~Benoit-Bird
et al., 2003a!. Fish length was also indicated by the time and
frequency characteristics of broadband echoes. The distance
between highlights in each species generally increased with
fish standard length. The frequency of spectral peaks and
nulls generally decreased with increasing fish length. High-
light width was not correlated with fish size. The use of the
combination of these factors correlated with fish length, in-

cluding temporal and spectral structure and target strength,
could provide a more accurate estimate of fish length. This
combination of factors could also provide an error term for
each individual fish instead of one error estimate for all fish
measured.

The position of spectral characters was correlated with
fish length within each species. Dividing fish length by the
frequency of the individual character should remove the ef-
fect of length. In other words, the length of the fish divided
by the wavelength of the spectral character should be a con-
stant with no correlation with fish length. However, this does
not occur for any spectral characteristic in any of the three
species. Utilizing the size characteristics of the swimbladder
instead of fish length did remove the effect of fish size, how-
ever. This indicates the importance of the swimbladder not
only in the amplitude of the echo, but in its spectral charac-
teristics. Interestingly, none of the spectral characteristics of
the echoes appear to be caused by the remainder of the body
of the fish.

The structure of the broadband echoes cannot be solely
explained by specular reflections off different parts of the
swimbladder. That the echo structure is related to the swim-
bladder shape can be surmised by considering the shapes
shown in Fig. 4 of Benoit-Birdet al. ~2003a! and the time
waveforms in Fig. 2. Each of the snapper species had differ-
ent swimbladder shapes and, subsequently, differences in the
backscatter waveforms. Some of the echoes had durations of
over 400ms, considerably longer than the 80-ms duration of
the incident signal. These echoes suggest the presence of
some type of high-frequency resonance associated with the
backscatter from the swimbladders of snappers, and perhaps

FIG. 7. An expanded plot of the envelope of the cross-
correlation function of Fig. 4 for the pink snapper,
along with the time delay between each highlight and
the first highlight at 0°. The inserted table indicates the
delay time and the corresponding two travel distances
from the first highlight at 0°. The large differences be-
tween the two travel distances and the dimensions of
the fish in the x ray indicate a very complex back-
scattering process.
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other types of fishes with swimbladders. Echoes from the
lateral aspect with the incident signal being perpendicular to
the longitudinal axis of the fishes also have relatively long
echoes. Examples of echoes from a lateral aspect taken at the
surface andin situ at 250-m depth using a manned submers-
ible are reproduced from Benoit-Birdet al. ~2003b! in Fig.
10. The transmitted signal from the sonar on the submersible
was the same as the signal used in this study. These echoes
illustrate further the complex backscattering process in-
volved with these lutjanid snappers that are not simply ex-
plainable at our current level of understanding. The idea of

reflecting waves interacting with various parts of a fish body
causing multiple reflections has been considered~Clay, 1991,
1992!; however, whether the model used can explain broad-
band echo durations that are as much as five times longer
than the incident signal is questionable. Certainly more
physical and mathematical modeling research needs to be
done in order to understand the complicated backscatter pro-
cesses evident in our data.

Fish and their swimbladders are complicated structures
that do not lend themselves to simple geometric description.
In order to gain a deeper understanding of the acoustic scat-
tering processes in fish, a detailed numerical technique might
be necessary. A possible approach is to obtain the three-
dimensional geometry of an entire fish body, including the
flesh, bones, and swimbladder using x-ray computed tomog-
raphic ~CT! scans and applying the wave equation to the
situation. Jech and Horne~2002! digitized lateral and dorsal
radiographs of a fish to construct a three-dimensional repre-
sentation of the fish body and swimbladder and applied the
Kirchhoff-ray mode model~Clay and Horne, 1994! to calcu-
late the acoustic backscatter in three dimensions. The fish

FIG. 8. Representative normalized transfer functions for each of six species
of snapper. Echoes are from the broadband, frequency-modulated signal
from the dorsal aspect of each fish. Patterns of frequency peaks and nulls
were conserved between individuals within each of the three primary spe-
cies, red, long-tailed red, and pink snapper, regardless of size.

FIG. 9. Frequency of spectral nulls, sharp decreases in amplitude by at least
10 dB, as a function of fish length. Regression coefficients are shown for
each relationship. The frequency for each null, except the high-frequency
pink snapper null, significantly decreased as fish size increased~F-tests,p
,0.05). Similar patterns were observed in frequency peaks.
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body and swimbladder were modeled by a series of finite
cylinders and the total backscatter was estimated by sum-
ming the backscatter overall all the cylinders. Aroyan~2001!
has considered the problem of sound propagation in a dol-
phin’s head, modeling the tissue and bones as inhomoge-
neous fluids so that shear waves could be ignored. He then
numerically solved the linearized wave equation using a 3-D
finite difference approach. A numerical approach can model
the geometry of the backscatter problem more accurately
than other approximations using geometry shapes and could
also provide a time-history visualization of the scattering
process to provide deeper insight into a complex problem.
The results obtained by Aroyan were very useful in visualiz-
ing in space and time the process of sound propagation and
scattering within a complex structure such as a dolphin’s
head. Whereas Aroyan considered only monocromatic
waves, the propagation of a broadband wave such as a pulse
would need to be used in order to resolve closely spaced
highlights created by fish with many, small internal struc-
tures. Much could be learned for such numerical simulation,
particularly if species with different swimbladder character-
istics are modeled.
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I. INTRODUCTION

The phenomenon of ray chaos in ocean acoustics has
been studied for many years.1–6 Although the reality of this
phenomenon in ray-based acoustic models has been well es-
tablished, the issue remains whether the exponential sensitiv-
ity of ray trajectories has a finite-frequency counterpart that
can be observed experimentally. To date, numerical simula-
tions with full-wave acoustic models have not revealed a
clear exponential increase of some quantity, such as the com-
plexity of the wave field, that corresponds to ray chaos. In
this paper, theoretical calculations of the spreading of a
Gaussian beam in a random medium are used to demonstrate
that the main effect of ray chaos, namely, exponential
spreading, persists at finite frequency as a transient effect.
This transient exponential spreading saturates at long range,
but may nevertheless be observed experimentally under care-
fully controlled conditions.

In this paper, the acoustic model pertains to underwater
sound propagation in the two-dimensional horizontal plane
with mesoscale structure modeled as a random function ofx
and y.5,6 The corresponding vertical plane problem is also
known to exhibit ray chaos.7 The main results found here
apply also to sound propagation in the vertical plane if ac-
count is taken of the effects of a background sound speed
profile and the anisotropy of the mesoscale structure in the
vertical plane. The horizontal plane problem is preferred be-
cause it is simpler, and because the Lyapunov exponent for
this problem has recently been calculated analytically.5,6

In Sec. II, the acoustic model and the Gaussian beam
initial condition is introduced, and properties of the solution,
such as the rms beam width and the rms angular width, are
defined. Then in Sec. III, the geometric approximation to the
solution is derived in detail. This solution exhibits ray chaos,
and the Lyapunov exponent that characterizes the chaos is
obtained. Although there are several ways to develop the
connection between ray and wave theory, we choose to es-
tablish this connection by revisiting an exact hybrid PE-ray

model called HYPER.8,9 This model is formally derived in
Sec. IV. A full-wave approximation to this hybrid model,
called the Gaussian beam approximation, is obtained in Sec.
V; the exact solution of this approximate wave equation is
derived and its properties are studied. The most important
property derived in Sec. V is the exponential~explosive! in-
crease of the beam width with increasing range that is due to
ray chaos. The results are discussed in Sec. VI.

II. ACOUSTIC MODEL

In Refs. 5 and 6, a parabolic wave equation10 is derived
that describes underwater sound propagation in the horizon-
tal plane at global ranges including the effects of ocean me-
soscale structure. Mode coupling is neglected, and the basic
equation that determines the reduced acoustic pressurec is
the following:

ik0
21 ]c

]x
52

k0
22

2

]2c

]y2 1«m~x,y!c, ~1!

with the boundary condition

lim
uyu→`

c~x,y!50. ~2!

Herex is range andy is cross range. The mesoscale structure
near the axis of the sound channel is modeled by the dimen-
sionless functionm(x,y) and its strength is measured by the
dimensionless parameter«. It is assumed that the potential
m(x,y) has unit-variance and zero-mean, is spatially station-
ary, isotropic, and has a single scale length denoted byL.
Typical numerical values areL;100 km, and 1023&«
&1022. The correlation function of the mesoscale structure
is related to its power spectrum by

^m~x,y!m~x1 x̄,y1 ȳ!&

5E E
2`

`

W~k,l !exp@ i ~kx̄1 l ȳ !#dk dl. ~3!

Following Refs. 5 and 6, the spectrum is assumed to be
regular, i.e., not a power-law spectrum, as is typically ob-
served in the real ocean. We have seen from simulations
through a power law media that the behavior described in
Refs. 5 and 6 still holds.

a!This manuscript was completed posthumously by Michael A. Wolfson, and
care was taken to complete it in a manner consistent with Professor Tap-
pert’s passionate view regarding the impact of ‘‘ray chaos’’ on the funda-
mental study of wave propagation in random media.
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The initial condition used in this paper, in contrast to the
plane wave initial condition in Refs. 5 and 6 is a Gaussian
beam centered aty5y0 that has widthw0 and launch angle
p0 :

c~y,0!5exp@2~y2y0!2/4w0
2#exp@ ik0p0~y2y0!#. ~4!

Here,p0 represents the angle with respect to thex axis of the
direction of the Gaussian beam. As a consequence of the
assumption of horizontal isotropy of the mesoscale structure
m(x,y), if up0u!1 there is no loss of generality in taking
p050, and that is done in the remainder of this paper. Like-
wise, as a consequence of the assumption of cross-range sta-
tionarity of m(x,y), there is no loss of generality in taking
y050, and that is done also. Quite generally, the power in
the beam is conserved:

P5E uc~y,x!u2dy5const. ~5!

The centroid of the beam at rangex is defined as

yc~x!5P21E yuc~y,x!u2dy, ~6!

and the rms width of the beam at rangex is

w~x!5FP21E @y2yc~x!#2uc~y,x!u2dyG1/2

. ~7!

Initially, it is found that yc(0)5y050 and w(0)5w0 . To
obtain the angle spread of the beam, the Fourier transforma-
tion from y to u is defined as

ĉ~u,x!5E c~y,x!e2 ik0u@y2yc~x!#dy. ~8!

After setting

P̂5E uĉ~u,x!u2du5~2p/k0!P5const, ~9!

the center angle is defined as

uc~x!5 P̂21E uuĉ~u,x!u2du, ~10!

and the rms angle spread at rangex is

q~x!5F P̂21E @u2uc~x!#2uĉ~u,x!u2du G1/2

. ~11!

Initially, it is found that uc(0)5p050, and q(0)
51/2k0w0 . With this notation, the uncertainty principle for
beams~actually a mathematical theorem! may be stated as

w~x!q~x!>~2k0!21. ~12!

Initially, equality is found to hold because the Gaussian start-
ing field is known to have the minimum uncertainty.

It happens that the Gaussian function in Eq.~4! is the
traditional starting field for the PE acoustic model.10 For
modeling omnidirectional sources, it was replaced in the
early 1980s by high-angle starting fields. However, for mod-
eling highly directional sources this starting field has been
retained in some PE models. In any case, the solution of Eq.
~1! for «50 ~andy05p050) is known to be10

c~y,x!5w0~w0
21 ix/2k0!21/2

3exp@2y2/4~w0
21 ix/2k0!#. ~13!

Then it is found that

w~x!5w0~11x2/4k0
2w0

4!1/2, ~14!

andq(x)5const51/2k0w0 . This result displays the diffrac-
tive spreading of the beam, and it shows that the transition
from the near-field to the far-field zone~Fraunhofer zone!,
where the beam width on average increases linearly with
range, occurs at the rangexf;k0w0

2. Even when«Þ0, the
same transition to the far-field zone takes place at the same
relatively small range, as shown in the following.

In the following, it is assumed thatk0w0@1 so that the
rms angle of the beam is initially small:q(0)51/2k0w0

!1. It is also assumed thatw0 /L!1, whereL is the hori-
zontal length scale ofm(x,y). As is shown in Sec. V, this
assumption allows manye-folding growths of the beam
width before saturation. In principle, this initial condition
could be realized experimentally with a long horizontal array
that is shaded to reduce sidelobe levels. It is not necessary
that the beam pattern be exactly Gaussian; that particular
function is used to make closed-form analytical solutions
possible.

III. GEOMETRIC APPROXIMATION

In the geometric approximation, the Gaussian beam is
represented by a single ray. The initial condition for this ray
has both a definite position,y5y050, and a definite momen-
tum, p5p050. To derive the appropriate equations, which
are also needed in the following sections, a solution of Eq.
~1! is sought in the form

cg5a exp~ ik0s!. ~15!

This form is put into Eq.~1!, and the resulting equation is
expanded in powers ofk0

21. To leading order, the parabolic
eikonal equation is obtained:

]s

]x
1

1

2 S ]s

]yD 2

1«m~x,y!50. ~16!

Next let p5]s/]y, and take the partial derivative of the
parabolic eikonal equation with respect toy to obtain

]p

]x
1p

]p

]y
52«my~x,y!, ~17!

where the subscripty denotes the partial derivative with re-
spect toy. This nonlinear equation is solved by the method of
characteristics to obtain the parabolic ray equations in
Hamiltonian form:

ẏ5p, ṗ52«my~x,y!, ~18!

where an overdot denotes the total derivative with respect to
rangex. The cross-range variable isy, and the variablep is
interpreted as the angle of a ray with respect to thex axis,
and is necessarily small due to the parabolic
approximation.10 The initial condition is expressed asy(0)
5y050, p(0)5p050. The solutions of the ray equations
with these initial conditions are denoted asyr(x) andpr(x).
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Here and in the following, the subscriptr distinguishes a ray
quantity from a general coordinate.

From the relation

ds5
]s

]x
dx1

]s

]y
dy, ~19!

it is easily shown that

ds5~p2/22«m!dx. ~20!

Thus the eikonal function along the ray is found to be

sr~x!5E
0

xF1

2
pr

2~x8!2«m~x8,yr~x8!!Gdx8. ~21!

The travel time along the ray is then

t r~x!5@x1sr~x!#/c0 . ~22!

The variational equations that correspond to this ray dy-
namical system describe the local behavior of rays that re-
main infinitesimally close to a chosen reference ray. A lin-
earization of the dynamics about a reference ray yields

S dpr

dyr
D5JS dp0

dy0
D , ~23!

with the stability~Jacobi! matrix being given by the partial
derivatives

J5S h1 j1

h2 j2
D 5S ]pr

]p0
U

y0

]pr

]y0
U

p0

]yr

]p0
U

y0

]yr

]y0
U

p0

D . ~24!

The evolution ofJ is governed by the set of variational equa-
tions

d

dr
J5KJ, ~25!

with the initial conditionJ(x50) being the identity matrix,
and

K5S 0 2
]2m

]y2

1 0
D . ~26!

The determinant of the Jacobi matrix, detJ, is found to be
unity, and this is an expression of Liouville’s theorem that
states that the phase-space area for the Hamiltonian dynami-
cal system in Eq.~18! is conserved:

dyrdpr5dy0dp0 . ~27!

Returning to the geometric approximation, it is found to
next order in thek0

21 expansion that the ray amplitudea
satisfies the conservation equation

]a2

]x
1

]

]y
~pa2!50. ~28!

In characteristic coordinates, this becomes

da2

dx
1a2

]p

]y
50. ~29!

Using the relations

]p

]y
5

]p

]y0
Y ]y

]y0
5h2~x!/j2~x!5

d

dx
ln j2~x!, ~30!

it follows that the amplitude of the ray is given by

ar~x!5@j2~x!#21/2. ~31!

The correct branch of this square-root function is determined
by the well-known Keller–Maslov index. Ranges at which
j2(x)50 are caustic contact points along the ray, and the ray
amplitudear(x) diverges at these points. The full geometric
approximation toc along the ray at the center of the beam is

cg5@j2~x!#21/2exp@ ik0sr~x!#. ~32!

In order to calculatesr(x) and j2(x), the ray trajectories
yr(x) and pr(x) must first be calculated. Thus this expres-
sion is actually quite formidable for this chaotic ray situa-
tion.

In Refs. 5, 6, and 11, a statistical analysis of the above-
given ray equations has been made. It was shown that, since
m(x,y) has no symmetries or periodicities whatsoever, the
dynamical system described by Eq.~18! is ‘‘completely cha-
otic’’ in the sense of Percival12 and Chirikov.13 It is believed
that this system is an Anosov dynamical system—ergodic
and strongly mixing. The main results of the analysis can be
summarized as follows: It is found thatpr(x) andyr(x) are
Gaussian random variables. The mean ray angle is^pr(x)&
5p050, and the standard deviation of the ray angle angle
spread issp(x)5«(Dx)1/2, where the momentum diffusion
coefficient is found in terms of the spectrum of the mesos-
cale fluctuations to be

D5pE
0

`

l 2W~0,l !dl. ~33!

In order of magnitude, D;1/L, and thus sp(x)
;«(x/L)1/2. The mean ray position iŝyr(x)&5y050, and
the standard deviation of the ray position spread issy(x)
5«D1/2x3/2/). In order of magnitude,sy(x);«L(x/L)3/2.
Although sr(x) is not a Gaussian random variable, its mean
value is found to bêsr(x)&5«2Dx2/4. In order of magni-
tude,^sr(x)&;«2L(x/L)2. From Eq.~22!, it follows that the
ray travel time bias is positive~delay!, and is given by
^t r(x)&;@x1«2L(x/L)2#/c0 . These results show that ray
chaos cannot be discerned at the level of one-ray statistics.

The important statistical results this paper is concerned
with have been derived in Refs. 5, 6, and 14, and concern the
four variational quantities:h1(x),j1(x),h2(x),j2(x). It is
found that all four quantities are lognormal random vari-
ables, and that their mean values are the same as their initial
values: ^h1(x)&51, ^j1(x)&50, ^h2(x)&50, ^j2(x)&51.
The variance ofj2(x) is found to be

^j2
2~x!&5@exp~2n0x!12 exp~2n0x!cos~)n0x!#/3.

~34!

Here n0 is the mean Lyapunov exponent that is given in
terms of the spectrum of mesoscale fluctuations as

n05«2/3~a0/2!1/3, a05pE
0

`

l 4W~0,l !dl. ~35!
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In order of magnitude,a0;1/L3, and thusn0;«2/3/L. The
inverse Lyapunov exponent is thee-folding range, and is also
the order of magnitude of the ‘‘predictability horizon,’’ called
xp , that is familiar from ray chaos theory. This is the ex-
pected range where one loses the ability to predict with any
reasonable accuracy the location and reception angle of a ray.
For our system it isxp;L«22/3. Further, it is found that

^h1
2~x!&5^j2

2~x!&, ~36!

^h2
2~x!&5~2n0

2/3!@exp~2n0x!2exp~2n0x!

3$cos~)n0x!2) sin~)n0x!%#, ~37!

^j1
2~x!&5~1/6n0

2!@exp~2n0x!2exp~2n0x!

3$cos~)n0x!1) sin~)n0x!%#. ~38!

Thus all of the variational quantities increase exponentially,
on average, ifn0x;1, or x;xp . This exponential effect
holds for all initial valuesy0 and p0 , and that is why this
system of ray equations is called completely chaotic.

Sincej2(x)5]y/]y0 , the rms separation between two
rays at rangex that are initially separated by the infinitesimal
amountdy0 is

dy~x!5j2~x!dy0 . ~39!

Roughly speaking,udyu can be taken to be the rms width of
the Gaussian beam in the geometric limit, as long as the
width remains small enough for the analysis to remain valid,
i.e., udyu!L. The classical rms beam width is then

wg~x!5w0uj2~x!u. ~40!

Thus Eq. ~34! demonstrates that the rms value ofwg(x)
grows exponentially with range. The exponential divergence
between neighboring rays is the distinguishing feature of ray
chaos. This effect anticipates the main result of this paper,
namely, that the width of a Gaussian beam diverges expo-
nentially on average even at finite frequency.

IV. HYBRID PE-RAY THEORY

A hybrid model that combines the parabolic equation
~PE! model and the corresponding ray model is called
HYPER,8,9 which is an acronym for ‘‘Hybrid PE-Ray.’’ The
original motivation for developing the HYPER model was to
extend the PE model to higher acoustic frequencies by using
a ray-based coordinate system that facilitates numerical
calculations.15 It was also appreciated9 that the HYPER
model could be used as the analytic basis for a Gaussian
beam approximation method that is discussed in the next
section. See also Ref. 16, Sec. 3.7, p. 191, for a brief descrip-
tion of the HYPER model. The transformations that lead
from the parabolic wave equation, Eq.~1!, to the HYPER
wave equation, Eq.~46!, are exact.

Starting from Eq.~1!, the solution is represented as

c~y,x!5f~y,x!exp@ ik0S~y,x!#, ~41!

whereS(y,x) is the Maslov phase function:

S~y,x!5sr~x!1pr~x!@y2yr~x!#. ~42!

Substitution of Eq.~41! into Eq. ~1! yields the following
equation forf(y,x):

ik0
21S ]f

]x
1p

]f

]y D52
k0

22

2

]2f

]y2 1F]S

]x
1

1

2 S ]S

]yD 2

1«m~x,y!Gf. ~43!

Differentiation of Eq.~42! yields

]S

]x
1

1

2 S ]S

]yD 2

52«@m~x,yr~x!!

1~y2yr~x!!my~x,yr~x!!#. ~44!

Next the variabley is replaced by the local coordinate

z5y2yr~x!. ~45!

The HYPER wave equation then takes the form of the origi-
nal parabolic wave equation in Eq.~1!:

ik0
21 ]f

]x
52

k0
22

2

]2f

]z2 1«u~x,z!f, ~46!

where the potential in these new variables is

u~x,z!5m~x,yr~x!1z!2m~x,yr~x!!2zmy~x,yr~x!!.
~47!

The initial condition obtained from Eq.~4! is

f~z,0!5exp~2z2/4w0
2!. ~48!

Sinceucu25ufu2, the power in the beam is

P5E uf~z,x!u2dz, ~49!

and unitarity of Eq.~46! shows thatP is indeed constant.
Since the HYPER wave equation is exactly equivalent to

the parabolic wave equation, no information has been lost.
For analytical purposes nothing has been gained because Eq.
~46! is just as intractable as Eq.~1!. For numerical purposes,
however, the HYPER wave equation has the advantage at
high acoustic frequencies that use of the local coordinatez
allows fewer mesh points in both the range and cross-range
variables, and thus provides greater numerical efficiency.
This advantage extends to the vertical plane problem and to
omnidirectional sources, that are decomposed into a large
number of Gaussian beams.15

In range-dependent~laterally inhomogeneous! environ-
ments such as the one considered in this paper, the underly-
ing ray trajectories are generically chaotic, and this fact has
severe consequences for numerical calculations that use ray-
based models such as the HYPER model. The ray trajectory
yr(x), for example, is extremely sensitive to the initial value
y0 . Thus a small measurement error iny0 is amplified by an
exponentially large factor, exp(n0x), at the predictability ho-
rizon rangexp5O(n0

21). Therefore the HYPER wave equa-
tion is used only for theoretical analysis in Sec. V, and no
attempt is made to obtain numerical solutions, nor is such
advocated.
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V. GAUSSIAN BEAM APPROXIMATION

The Gaussian beam technique has a long history of ap-
plication in seismology, where it was first developed, and it
was introduced into underwater acoustics by Porter and
Bucker,17 whose paper contains numerous citations to previ-
ous work in seismology. In essence, the Gaussian beam tech-
nique uses a local parabolic approximation along a ray. If a
sufficiently large number of rays are used to represent an
omnidirectional source, then in principle an accurate solution
to the Helmholtz equation can be obtained.17 A known defi-
ciency of the Gaussian beam technique is that diffractive
leakage from a duct~quantum mechanical tunneling! is not
included. An even greater deficiency, in the author’s opinion,
is that the phenomenon of ray chaos prevents accurate pre-
diction of ray trajectories at sufficiently long ranges. This last
deficiency is shared by all ray-based acoustic models.

In the present context, the Gaussian beam approximation
replaces the potentialu(x,z), defined in the previous section
in Eq. ~47!, with the first term of the expansion in powers of
z, which is a quadratic function:

u~x,z!' 1
2z

2myy~x,yr~x!!. ~50!

Note the termmyy—relating to the change in cross-range
curvature of sound speed—is the same term that played a
key role in the variational analysis of Sec. III. Then the exact
HYPER wave equation becomes the approximate Gaussian
beam wave equation:

ik0
21 ]fb

]x
52

k0
22

2

]2fb

]z2 1
1

2
«z2myyfb . ~51!

The initial condition forfb is the same as above in Eq.~48!,
and the beam power given by Eq.~49! is conserved. This
equation is solved in the following to obtain the beam width
wb(x). The condition for the Gaussian beam approximation
to be valid is thatwb(x)!L, and this approximation breaks
down if wb(x);L. Stated crudely, rays making up the
Gaussian beam become uncorrelated when this condition is
not satisfied. With this approximation, the solution of Eq.~1!
becomes

c~y,x!'fb~z,x!exp@ ik0~sr~x!1zpr~x!!#. ~52!

The parabolic wave equation in the Gaussian beam ap-
proximation, Eq.~51!, has the same mathematical form as
the time-dependent Schro¨dinger equation for a harmonic os-
cillator that has a random~zero-mean! time-dependent
‘‘spring constant.’’ Although the solution could be taken
from the quantum mechanical literature, it is more appropri-
ate to derive the solution here. The solution is known to have
the form of a Gaussian function if the initial condition is
Gaussian. Thus a solution of Eq.~51! is sought that has the
form

fb~z,x!5A~x!exp@2B~x!z2#. ~53!

Substitution of this expression into Eq.~51! yields

dA

dx
52 iA~x!B~x!/k0 , ~54!

dB

dx
5 i @22B2~x!/k01«k0myy/2#. ~55!

Equation ~55! containsB(x) only, and has the form of a
Ricatti equation. This equation can be solved by setting

B~x!52~ ik0/2!
d

dx
ln q~x!. ~56!

Thenq(x) satisfies the linear equation

q̈52«myyq. ~57!

This is the same as one of the ray variational equations in Eq.
~25!. The fact that the solution of the Gaussian beam equa-
tion involves solutions of the ray variational equation is not
new.17 It is also known that solutions of the ray variational
equation tend to increase exponentially in a chaotic situation,
as was discussed in Sec. III. The combination of these two
known results provides the insight that leads to the main
result of this paper.

The solution of Eq.~57! is a linear combination ofj1(x)
and j2(x). Use of the initial conditionB(0)51/4w0

2 then
yields

q~x!5const@j2~x!1 ibj1~x!#, ~58!

where the constant parameterb is

b5~2k0w0
2!21. ~59!

The solution forB(x) is therefore

B~x!5~2w0!22Fh1~x!2 ib21h2~x!

j2~x!1 ibj1~x! G . ~60!

The amplitude functionA(x) is then found to be

A~x!5@j2~x!1 ibj1~x!#21/2. ~61!

The solution of the Gaussian beam wave equation has been
obtained, and the approximate solution of Eq.~1! is

c~y,x!'A~x!exp@ ik0S~y,x!2B~x!~y2yr~x!!2#. ~62!

Clearly, atx50 this expression reduces to the initial condi-
tion specified in Eq.~4!.

Before this Gaussian beam solution is fully interpreted
and explained, it is examined in the near-fieldx!xf;b21.
Thenj1(x)'x, h1(x)'1, j2(x)'1, andh2(x)'0. It is eas-
ily seen that the above-given expressions forB(x) andA(x)
simplify, and that the resulting Gaussian beam solution re-
duces to the solution found in Sec. II, Eq.~13!, in the limit
«50. Thus the Gaussian beam solution is exact in this limit,
and it correctly describes diffractive spreading of the beam.
Another limit that is easily examined is the geometric limit,
k0

21→0, or b→0. ThenA(x)→ar(x), wherear(x) is the
ray amplitude specified in Eq.~31!, and at the center of the
beam,y5yr(x), Eq. ~62! reduces to the geometric solution
specified in Eq.~32!. Note that the Gaussian beam solution is
not singular at the caustic contact points wherej2(x)50
because the interleaving property of the two independent so-
lutions of the linear variational equations preventsj1(x)
from vanishing at the same points. This is a good reason for
preferring the Gaussian beam approximation over the geo-
metric approximation.17
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Next the intensity of the Gaussian beam solution is cal-
culated. Using the fact that the determinant of the Jacobi
matrix is unity, it can be shown that the real part ofB(x) is

RB~x!5~2w0!22@j2
2~x!1b2j1

2~x!#21. ~63!

Thus it is found that

ufb~z,x!u25@w0 /wb~x!#21 exp@2z2/2wb
2~x!#, ~64!

where the width of the Gaussian beam is

wb~x!5w0@j2
2~x!1b2j1

2~x!#21/2. ~65!

This solution obviously conserves the beam power, and
wb(x) reduces towg(x), see Eq.~40!, in the geometric limit
k0

21→0, or b→0.
The simple appearing expression in Eq.~64! is actually

quite complicated. The center of the beam is atz50, or y
5yr(x). Since the ray trajectoryyr(x) is chaotic, it is effec-
tively a random variable and is unpredictable at long ranges
due to its extreme sensitivity to measurement errors of the
initial value y0 . In Sec. III, it was shown that the center of
the beam has mean̂yr(x)&5y0 , and standard deviationsy

;«L(x/L)3/2. Thus at the predictability horizon,x;xp

;L«22/3, it is seen thatsy;L and the center of the beam
has wandered to the length scale of the mesoscale structure.
Nevertheless, the statistical uncertainty of the center of the
beam increases with range only as a power law, and not
exponentially.

The rms width of the beamwb(x) is also a random
variable since bothj1(x) andj2(x) are random variables. In
the near field,j1(x)'x and j2(x)'1, and thenwb(x) ex-
hibits diffractive spreading according to Eq.~14! in Sec. II.
According to the ray chaos theory presented in Sec. III, if
n0x;1 thenwb(x) increases exponentially with range:

^wb
2~x!&1/2'~w0 /) !~11g2!1/2exp~n0x!, ~66!

whereg is the dimensionless parameter

g5&/~4k0w0
2n0!;~L/k0w0

2!«22/3. ~67!

This predicted exponential spreading of the beam is called
‘‘explosive beam spreading,’’ and it is the main result of this
paper.

The Lyapunov exponentn0 that appears in Eq.~66! does
not depend on the acoustic frequency, and it characterizes ray
chaos for this problem. The parameterg that appears in Eq.
~66! is inversely proportional to the acoustic frequency, and
it characterizes the finite frequency effect on beam spread-
ing. The beam spreading result in Eq.~66! shows that the
spreading is exponentially fast in range whatever the fre-
quency, and in fact it is larger at finite frequencies than in the
geometrical limit whereg→0. This is due to the more rapid
diffractive spreading of a beam at finite frequency that was
found when«50 in Eq. ~14! in Sec. II. In summary, a finite
frequency counterpart of ray chaos has been discovered that
rightfully deserves to be called ‘‘wave chaos.’’

Since the beam width is a random variable andn0 is the
mean Lyapunov exponent, there is actually considerable
variability in the growth with range of the beam width. For
some values ofy0 and p0 , wb(x) increases more rapidly
than its rms value in Eq.~66!, and such center rays are called

‘‘super-chaotic,’’ because their Lyapunov exponent is greater
than its mean value. For other values ofy0 and p0 , wb(x)
increases less rapidly than its rms value, and such center rays
are called ‘‘sticky,’’ because their Lyapunov exponent is less
than its mean value and neighboring rays tend to stick to-
gether more than the average. The concept of ‘‘stickiness’’
has been discussed, for example, by Chirikov.13

Since the width of the Gaussian beam tends to increase
exponentially at long range, it is obvious that the intensity on
the axis of the beam atz50 tends to decrease exponentially
at long range. Indeed, from Eq.~64! it follows that

^ufb~0,x!u2&5^@w0 /wb~x!#21&;exp~2n0x!. ~68!

This estimate, however, is not firmly based on statistical
analysis. Instead, it is based on power conservation:

P;^ufb~0,x!u2&^wb
2~x!&1/2/w05const. ~69!

More statistical analysis needs to be done on the beam inten-
sity and on the intensity fluctuations.

At the beginning of this section it was stated that the
Gaussian beam approximation breaks down whenwb(x)
;L. From Eq.~66!, the breakdown condition on average is
w0 exp(n0xb);L, or

xb;n0
21 ln~L/w0!;xp ln~L/w0!. ~70!

Thus in order to observe manye-folding growths of the
beam width before the Gaussian beam approximation breaks
down, it is necessary thatw0!L. This assumption was stated
at the end of Sec. II. What happens beyond the rangexb

where the Gaussian beam approximation breaks down? The
HYPER wave equation, Eq.~46!, holds the answer to this
question, but it is too difficult to solve analytically. It is rea-
sonable to suppose thatw(x) does not continue to grow ex-
ponentially, and instead it saturates to values that grow more
slowly, probably proportional to the rms beam center growth
that goes assy(x);«L(x/L)3/2. Thus the exponential
growth of the beam width is a transient phenomenon that
saturates at long range and becomes a power-law growth.

To experimentally test the above-discussed theory, one
could set up a line array of acoustic sources on the axis of the
sound channel, each transmitting at 100 Hz and propagate an
approximate Gaussian beam of width 1 km. If mesoscale
activity were the dominant sound speed fluctuations («55
31023,L5100 km), then there would be a range domain
where the exponential growth of the beam width would over-
take the linear growth predicted by diffraction theory. From
Eq. ~14!, linear growth of the beam width would occur at
ranges significantly greater than 1000 km, and exponential
growth would occur at ranges ofO(2500 km). From Eq.
~70!, xb5O(5n0

21), so with n05O(2500 km), the satura-
tion range is beyond the scale of the ocean basin. The receiv-
ing array location would have to consider the randomness
with range of the mean position of the beam.

Lastly, for the sake of completeness, the results in angle
space are presented. The Gaussian beam solution given in
Eq. ~62! is easily Fourier transformed according to Eq.~8! to
obtain ĉb(u,x), and thenuĉb(u,x)u2 is calculated. The cen-
ter angle of the beam is found to beuc(x)5pr(x)5 ẏr(x), as
expected. From the results in Sec. III, the mean center angle
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is ^pr(x)&5p050, and the rms center angle issp(x)
5«(x/L)1/2. At the predictability horizon, the rms center
angle is of order«2/3. This rms angle is small, which is
consistent with the parabolic approximation. The spread in
beam angle is found to be

qb~x!5~2k0w0!21@h1
2~x!14k0

2w0
4h2

2~x!#1/2. ~71!

The high frequency limit,k0
21→0, of this expression is

qb~x!→w0uh2~x!u, ~72!

which is the result of geometric acoustics since one recalls
that h2(x)5]pr(x)/]y0 . From the results in Sec. III, ifx
;xp the rms value of the angle spread is exponentially large:

^qb~x!&1/2'~2k0w0) !21~11g22!1/2exp~n0x!. ~73!

Thus the angle spread, like the beam width, exhibits a tran-
sient exponential growth at the rate of the Lyapunov expo-
nent that saturates at long range. Again, this finite-frequency
counterpart of ray chaos may be called ‘‘wave chaos.’’

VI. DISCUSSION

For more than ten years, the ocean acoustics chaos
group in Miami has been searching for a finite-frequency
manifestation of ray chaos that exhibits a transient exponen-
tial growth, at the rate of the Lyapunov exponent, of some
measurable quantity. This effect would point toward an
ocean acoustic experiment that would validate the reality of
‘‘wave chaos.’’ It appears that such an effect has been
discovered—the explosive spreading of narrow-angle beams.
It is possible that other finite-frequency effects can exhibit a
similar transient exponential growth.

The reason that the reality of ‘‘wave chaos’’ has been
doubted by most researchers is that linear wave equations,
unlike the nonlinear ray equations, are believed not to exhibit
exponential sensitivity to initial conditions. Indeed, the finite
~nonzero! acoustic wavelength limits the complexity of a
wave field, whereas in the geometric approximation there is
no such limit. Note by complexity, we mean the resolvability
of caustic structures. Interference and diffraction limit one’s
ability to resolve the exponentially growing~with range!
number of caustics. Therefore, if an exponential growth of
some quantity is possible at finite frequencies, it must be a
transient phenomenon that saturates at long range. Such a
phenomenon is what has been uncovered in this paper—the
explosive spreading of beams. Numerical simulations using a
PE acoustic model are needed to support the theoretical pre-
dictions made in this paper.

The basic conditions that should be satisfied in an ex-
perimental verification of the predicted effect are that the
index of refraction fluctuations should be small, and they
should have a length scale that is large compared to the
acoustic wavelength. Then multiple small-angle forward
scattering accumulates in range to cause an initially narrow
beam to expand exponentially, or ‘‘explosively.’’ In ocean
acoustics, such an experiment could be done in either the
horizontal plane or in the vertical plane using naturally oc-
curring mesoscale variability. An ocean acoustics experiment
could also be done at higher frequencies and shorter ranges
using internal wave or microscale turbulence fluctuations.

Also a laboratory acoustics experiment, or even an optics
experiment, might serve the purpose of verifying the theory
presented in this paper.

Finally, it is noted that the novel effect presented in this
paper may have implications for fundamental physics related
to ‘‘quantum chaos.’’18 Thus the theory presented here pre-
dicts that a quantum mechanical particle, initialized as a
Gaussian wave packet, that moves through a disordered me-
dium may under certain conditions spread exponentially with
increasing time at a rate determined by the Lyapunov expo-
nent that is found in the classical limit. Observation of such
an effect would reveal a manifestation of classical chaos in a
linear wave mechanical system.
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Kramers–Kronig~K–K! relations exist as a consequence of causality, placing nonlocal constraints
on the relationship between dispersion and absorption. The finite-bandwidth method of applying
these relations is examined where the K–K integrals are restricted to the spectrum of the
experimental data. These finite-bandwidth K–K relations are known to work with resonant-type data
and here are applied to dispersion data consistent with a power-law attenuation coefficient~exponent
from 1 to 2!. Bandwidth-restricted forms of the zero and once-subtracted K–K relations are used to
determine the attenuation coefficient from phase velocity. Analytically, it is shown that these
transforms produce the proper power-law form of the attenuation coefficient as a stand-alone term
summed with artifacts that are dependent on the integration limits. Calculations are performed to
demonstrate how these finite-bandwidth artifacts affect the K–K predictions under a variety of
conditions. The predictions are studied in a local context as a function of subtraction frequency,
bandwidth, and power-law exponent. The K–K predictions of the power-law exponent within
various decades of the spectrum are also examined. In general, the agreement between
finite-bandwidth K–K predictions and exact values grows as the power-law exponent approaches 1
and with increasing bandwidth. ©2003 Acoustical Society of America.
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I. INTRODUCTION

Fundamentally rooted in causality, Kramers–Kronig
~K–K! relations have proven to be powerful, practical tools
with applications across many disciplines of physics. In ul-
trasonics, subtracted forms of the K–K relations have been
used to accurately predict dispersion and attenuation in sys-
tems exhibiting resonant behavior ~encapsulated
microbubbles1! and power-law growth2 in attenuation. The
principal difficulty in applying K–K relations directly to ul-
trasonic data is the finite bandwidth inherent in experimen-
tally measured spectra. By restricting the range of integration
to the measurement spectrum, artifacts are introduced that
can seriously impact the accuracy of K–K transformations. It
is still an open question as to whether an accurate general
procedure exists for applying K–K relations directly~i.e.,
blindly! to any type of dispersion/attenuation data, or if some
information ~e.g., an analytical model! about the target sys-
tem beyond the bandlimited attenuation and dispersion data
is required to overcome the artifacts.

Previously, we examined the finite-bandwidth K–K
problem for resonant systems using experimental data from
Albunex® microbubble suspensions. Within the measurement
spectrum, which covered more than a decade in frequency,
these data exhibited a single, well-resolved resonance with a
full-width at half maximum covering about one quarter of
the total bandwidth. For such a system, we found that accu-
rate K–K inversions were possible using only the measured

dispersion and attenuation data~i.e., no out-of-band extrapo-
lations or model fitting were required!. In contrast, this work
focuses on the systems that exhibit monotonic dispersion and
attenuation, specifically those whose attenuation coefficient
can be described by a power law. The power-law form of the
attenuation coefficient is consistent with the behavior of a
considerable number of solids,3 liquids,2,3 and biological
tissues4,5 in the MHz range, and is thus of interest in ultra-
sonic research. An accurate model-dependent procedure for
applying K–K transformations specifically to power-law sys-
tems has been demonstrated previously.2 In that study, the
data were fit to the power-law model, and the predictions are
expressed as functions of the fitting parameters. These ex-
pressions for velocity and attenuation are derived by assum-
ing the model used to fit the data can be extrapolated to the
entire spectrum, fromv50 to v→`. The present study is
distinguished from this earlier work because here we assume
that the model holds only within the bandwidth of interest,
and we examine the impact this spectrally limited knowledge
imposes on K–K predictions. This paper is specifically con-
cerned with calculating the attenuation coefficient with
finite-bandwidth K–K using the causally consistent form of
the phase velocity as the input.

There are two aspects of the finite-bandwidth K–K
problem that are specifically addressed in this work. The first
part of the study examines the case where a subtraction fre-
quencyv0 is chosen at an interior frequency well within the
bandwidth of interest~at least a factor of 2 above the lower
limit !. This portion of the study is a test of the K–K calcu-
lation procedure that was successfully applied to the resonanta!Electronic mail: james.g.miller@wustl.edu
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microbubble data,1 where certain choices ofv0 across the
spectrum optimized the accuracy of the predictions. This part
also has implications for composite media that have both
resonant and power-law features~e.g., particles suspended in
an oil!. The second part of the study is concerned with pre-
dicting the power-law exponent of the attenuation coefficient
from the K–K transformation of bandlimited dispersion data.
In this case, both the subtraction frequency and lower limit
of integration are taken to be zero. The power-law trajectory
of the K–K predicted attenuation coefficient is examined in
individual decades of frequency~i.e., powers of 10! below
and up to the upper limit of integration.

In Sec. II, we provide some background on the transfer
characteristics of media with a power-law attenuation coef-
ficient and the causally consistent form for the phase veloc-
ity. The finite-bandwidth forms of the subtracted Kramers–
Kronig relations are also introduced. In Sec. III analytical
expressions for the finite-bandwidth K–K predictions of the
attenuation coefficient are given. These results are the sum of
two terms, the first being the proper power-law result and the
second encompassing the finite-bandwidth artifact. In Sec.
IV, the analytical results from Sec. III are used to calculate
attenuation coefficient curves under various circumstances.
The discussions of these results are woven throughout
Sec. IV.

II. BACKGROUND

A. Ultrasonic attenuation and dispersion in power-law
systems

The linear transport of ultrasonic waves across an iso-
tropic medium of thicknessD is accounted for in general by
a Fourier-domain transfer function of the form

H~v,D !5exp@ iK ~v!D#, ~1!

whereK(v)5@v/c(v)#1 ia(v) is the complex wave num-
ber,a~v! is the attenuation coefficient, andc(v) is the phase
velocity. Experimentally, a power-law form of the attenua-
tion coefficient

a~v!5a0v11« where 0<«<1, ~2!

has been found to provide an accurate fit to broadband data
from a variety of solid and liquid materials within the respec-
tive measurement bandwidths. When Eq.~2! holds for the
entire frequency spectrum, the phase velocity takes the caus-
ally consistent form2,3

1

c~v!
2

1

c~v0!
5a0 tanF ~11«!

p

2 G~v«2v0
«! 0,«<1

~3a!

and

52a0

2

p
ln

v

v0
«50. ~3b!

@Equation~3b! can be obtained by taking the«→0 limit of
Eq. ~3a!.# This form of the dispersion as well as the consis-
tency of Eq.~2! and Eq.~3! have also been verified in the
laboratory.2,3 @Both a~v! and c(v) are even functions, a
property derived from the fact thatH(v,D) is the Fourier

transform of a real function. Since negative frequencies are
not explicitly considered, no absolute value signs are used.#

B. Kramers–Kronig relations for ultrasonic
attenuation and phase velocity

Given that the medium described byH(v,D) satisfies
the physical requirements of causality and finite energy, the
real and imaginary parts ofH(v,D) can be shown to form a
Hilbert transform pair via Titchmarsh’s theorem. The integra-
tion over negative frequencies can be mapped to the positive
axis, and the resulting expressions are commonly known as
Kramers–Kronig relations. The complex wave number itself
derives its analytic properties from the transfer function, and
under the proper conditions the complex wave number will
retain the domain of analyticity required of Hilbert transform
pairs. However, it will not fulfill the square integrability re-
quirements since the attenuation coefficient must diverge as
v→` to insure the square integrability ofH(v,D). In spite
of this, K–K relations betweena~v! and c(v) can be de-
rived by the method of subtractions,6 which insures conver-
gence of the integrals. Formed usingg(v)5 iK (v) as the
basis function, the unsubtracted and once-subtracted rela-
tions are considered here. To allow for the straightforward
adaptation to the restricted interval case, the relations are
given in their expanded form.1 The unsubtracted~zeroth! re-
lation for the attenuation coefficient is

a~v!5 lim
V→`
s→0

F 2
1

p E
s

V

v8

c~v8!
2

v

c~v!

v82v
dv8

2
1

p E
s

V

v8

c~v8!
1

v

c~v!

v81v
dv8G . ~4!

Combining the two integrands into a single rational expres-
sion and counting the powers ofv8, one can see that conver-
gence requires that«,21 @wherev8/c(v8);v811«]. This
is, of course, inadequate for the range of power laws consid-
ered here, and higher-order subtractions must be considered.
The once-subtracted relation in the expanded form is

a~v!5a~v0!1 lim
V→`
s→0

F 2
1

p E
s

V

v8

c~v8!
2

v

c~v!

v82v
dv8

2
1

p E
s

V

v8

c~v8!
1

v

c~v!

v81v
dv8

1
1

p E
s

V

v8

c~v8!
2

v0

c~v0!

v82v0
dv8

1
1

p E
s

V

v8

c~v8!
1

v0

c~v0!

v81v0
dv8G , ~5!

2783J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Mobley et al.: Causal prediction of power-law attenuation



where v0 is referred to as the subtraction frequency. By
counting the powers ofv8 after combining all four inte-
grands, one can expect convergence for«,1 which covers
the range of power laws examined in this work. Note that for
«51, there is no dispersion so this case is naturally excluded.
We will refer to these K–K expressions whose integrals
cover the entire positive frequency axis@i.e., ~s,V!→~0,̀ !#
as ‘‘unrestricted.’’

The interval-restricted~i.e., finite-bandwidth! relations
are given by

a~v!~s,V,n50!52
1

p E
s

V

v8

c~v8!
2

v

c~v!

v82v
dv8

2
1

p E
s

V

v8

c~v8!
1

v

c~v!

v81v
dv8, ~6!

and

a~v!~s,V,n51!5a~v0!2
1

p E
s

V

v8

c~v8!
2

v

c~v!

v82v
dv8

2
1

p E
s

V

v8

c~v8!
1

v

c~v!

v81v
dv8

1
1

p E
s

V

v8

c~v8!
2

v0

c~v0!

v82v0
dv8

1
1

p E
s

V

v8

c~v8!
1

v0

c~v0!

v81v0
dv8, ~7!

wheren is the subtraction order and the limits of integration
are such that 0<s,V.

III. THEORY

The results shown in this section are calculated by sub-
stituting the dispersion as given in Eq.~3a! and Eq.~3b! into
the restricted interval forms, Eq.~6! and Eq.~7!. The forms
of the restricted K–K results depend on whether or not the
evaluation frequency,v, and the subtraction frequency,v0 ,
are contained within the integration interval. The viewpoint
taken in this work is that the bandwidth of integration de-
notes the extent of our knowledge about the complex wave
number, and thus we examine only the situation wheres,v,
v0,V. In all cases considered, 0<«,1. From the unsub-
tracted relation@Eq. ~6!#

a~v!~s,V,0!5a0v11«1F0
~v!~s,V!, ~8!

whereF0
(v)(s,V) represents the artifactual terms that explic-

itly depend on the limits of integration

F0
~v!~s,V!52

2

p

V2s

c~v!
2

a0

p
tanF ~11«!

p

2 G
3S 2s11« (

n50

`
1

2n1«13

s2n12

v2n12

22V11« (
n50

`
1

2n2«21

v2n

V2n

22~V2s!v«2v11« ln
v1s

v2s

V2v

V1v D ~9a!

52
2

p

V2s

c~0!
2

a0

p
tanF ~11«!

p

2 G
3S 2s11« (

n50

`
1

2n1«13

s2n12

v2n12

22V11« (
n50

`
1

2n2«21

v2n

V2n

2 v11« ln
v1s

v2s

V2v

V1v D . ~9b!

In the limit of «→0 ~logarithmic dispersion!, the remainder
becomes

lim
«→0

F0
~v!~s,V!

52
2

p S V

c~V!
2

s

c~s! D
1

2a0v

p2 S ln
s

v
ln

v1s

v2s
2 ln

V

v
ln

V1v

V2v

22(
n50

`
1

~2n13!2

s2n13

v2n13
2 2(

n50

`
1

~2n21!2

v2n21

V2n21D .

~10!

In the limits s→0 andV@v, this becomes

a~v!~0,V@v,0!

5a0v11«2V11«
2

11«

a0

p
tanF ~11«!

p

2 G 0,«,1

~11a!

5a0v11«2V
2

p S 1

c~V!
1

2a0

p D «50, ~11b!

which diverges asV→` as anticipated.
The relation with one subtraction yields the following:

a~v!~s,V,1!5a0v11«2a0v0
11«1a~v0!1F1

~v,v0!
~s,V!

~12a!

5a0v11«1F1
~v,v0!

~s,V!, ~12b!
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where

F1
~v,v0!

~s,V!
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In the limit «→0, the remainder term becomes
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Taking the limit of largeV and smalls

lim
V@v,v0

a~v!~s,V,1!

5a0v11«1
a0

p
tanF ~11«!

p

2 G 2

12«

v22v0
2

V12«
0,«,1

~15a!

5a0v2
4a0

p2

v22v0
2

V
«50, ~15b!

which converge toa~v! in the limit of V→`. The subtrac-
tion frequency v0 exerts no influence on the shape of
a(v)(s,V,1), but only serves to ‘‘anchor’’a(v)(s,V,1) to
a~v! at v5v0 . To confirm these analytical results, the re-
stricted bandwidth relation of Eq.~7! was numerically inte-
grated under a variety of conditions using the form of the
dispersion in Eq.~3a!. In all of these comparisons, the ana-
lytical expression and numerical integrations produced es-
sentially equivalent outcomes.

Both the zeroth- and first-order calculations produce re-
sults with the same general structure—the correct power-law
form of the attenuation coefficient coexisting with additional
additive terms that depend upon at least one of the limits of

integration. However, in the unsubtracted result the extra
terms grow with increasingV, while the once-subtracted re-
sult converges to the correct result asV→`.

IV. RESULTS AND DISCUSSION

A. Locally anchored performance „v0Ð2s…

The unrestricted K–K relations have demonstrated their
utility for power-law systems, since they generate analytical
forms for the attenuation and dispersion@Eq. ~2! and Eq.~3!#
that are consistent with experimental data.2 In this model-
dependent approach the K–K inversion is reduced to the
simple act of determininga0 and « through some fitting
procedure. Even though the model-fitting method has so far
proven a successful approach for performing K–K transfor-
mations of power-law systems, there are two principal rea-
sons for investigating their behavior with the more general
restricted-bandwidth K–K. First, the restricted K–K method
has been shown to work for resonant-type data without using
any model-dependent or extrapolated parameters.1 It is then
natural to investigate the method with other types of data to
assess its wider applicability. Second, it is possible to have a
system that has a combination of localized resonant struc-
tures riding on a power-law background. Since many liquids
exhibit power-law attenuation, suspensions of microbubbles
or microspheres in such a liquid could display this composite
behavior.

As shown in the previous study of the microbubble sys-
tem, the accuracy of the restricted K–K prediction for an
isolated resonance comes down to the choice of the subtrac-
tion frequencyv0 . Certain choices ofv0 from within the
data spectrum effectively minimize the finite-bandwidth arti-
facts, and the rationale behind these choices was demon-
strated using an analytical model.1 For the present power-law
case, the accuracy of the restricted-bandwidth approach has
more to do with the bandwidth of the data than the choice of
subtraction frequency. The results shown in this section~see
Fig. 1! are meant to examine the restricted K–K approach in
a manner consistent with the way they are applied to the
resonant data; specifically the subtraction frequency is cho-
sen from the known bandwidth and is distinct from the band
edges. Also, the limits of integration include realistic mea-
surement bandwidths.

In Fig. 1 the restricted K–K predictions, calculated us-
ing Eq.~12!, are plotted over a region around the subtraction
frequencyv0 for various limits of integration. The region of
the spectrum displayed in the figure~from 0.5v0 to 1.5v0)
shows only a portion of the total spectra used to calculate the
four K–K curves. This spectral region displayed in Fig. 1
encompasses the widths of resonant peaks encountered in
data from encapsulated microbubble1 (v res/Dv

half max
full width;1)

and polymer microsphere7 (v res/Dv
half max
full width;10) suspen-

sions. This serves to illustrate the behavior of the predicted
curves over those frequency scales encountered in resonant
data with resolved peaks. In panel~a!, the 11«51.1 results
are plotted. For the curve calculated using the widest band-
width ~with lower limit of integrations50.05v0 , and upper
limit of integrationV550v0), the K–K prediction accounts
for 89% of the variation in the exact curve. If the lower limit
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of integration is moved up to the boundary of the plotted
curves (s50.5v0) while holding the upper limit fixed, the
predicted variation falls to 75% of the target value. The pre-
dicted variation decreases further as the upper limit is low-
ered, down to 26% of the exact value for the narrowest band-
width case,s50.5v0 to V52v0 . In panel ~b!, the 11«
51.9 results are shown. Here, the predictions are relatively
insensitive to changes ins, so the only changes from curve
to curve are inV. In this case the predicted variations in the
attenuation coefficient range from 41% down to 5% of the
exact value. The impact of these results on predicting peaks
and trends ultimately depends on many system-dependent
factors ~e.g., relative peak-to-background ratio!. When the
peak is localized above~below! the subtraction frequency,
the peak-to-background ratio will be over~under! estimated.
If the resonant peaks are clearly resolved, when the peak is
nearv0 it can be reproduced without significant distortion,
especially for the smaller values of«. In fact, the restricted
K–K transform is like a ‘‘local filter’’ in this case, suppress-
ing the monotonic global trend in favor of the localized
variations.

B. Predicted power-law trajectories, v0 , s\0

In this section, we apply the restricted K–K relations in
a manner suited to predicting power-law exponents for the
attenuation coefficient. For this purpose, the spectrum will be
examined in specific decades~i.e., powers of 10! down from
the upper limit of integration. In each decade, a power law is
fit to the predicted curve to estimate the exponent for the

curve. The subtraction frequency and lower limit of integra-
tion are taken to be equal and arbitrarily close to zero so that
all terms containings and v0 as factors vanish. The once-
subtracted results fora(v)(s,V,1), expressed in Eq.~12!, are
calculated for four power laws, 11«51.9, 1.5, 1.1, and 1.0
~logarithmic dispersion!. The objective is to identify the re-
gions of the spectrum in which there is agreement between
the predicted and exact power-law exponents. In all of the
results to follow~shown in Figs. 2–5!, the power-law fits to
a(v)(s,V,1) have anR2 value>0.99.

The results of the 11«51.0 case, where the dispersion is
logarithmic, are shown in Fig. 2. In panel~a!, a(v)(s,V,1)

and a~v! are compared on a log–log plot covering three
decades in frequency up to the upper limit of integrationV.
One can see that the prediction tracks the exact trajectory
well for v/V,0.05. In panel~b!, a(v)(s,V,1) and a~v! are
compared on a linear–linear plot over the range 0.001,v/
V<0.01, two decades down from the upper limit. A power-
law fit to a(v)(s,V,1) for just this decade yields 11«50.99.
In panel~c!, a(v)(s,V,1) anda~v! are compared over the top
decade, 0.1,v/V<1, where a power-law fit toa(v)(s,V,1)

yields 11«50.77. Thus, to match the proper power-law tra-
jectory with restricted K–K to about 1% in this case requires
knowledge of the dispersion about 1.5 orders of magnitude
above the frequency scale of interest.

The five panels of Fig. 3 display the results for the 11«
51.1 case. In this figure~and the ones to follow! in addition
to a(v)(s,V,1) and a~v!, we also plot the dominant artifac-
tual terms from Eq.~12!. For the cases examined here where
v0 and s are arbitrarily small, the artifact is due to two
terms—referred to as the ‘‘V series’’

a0

p
tanF ~11«!

p

2 G2V11« (
n51

`
1

2n2«21

v2n

V2n
, ~16!

and the ‘‘log term’’

a0

p
tanF ~11«!

p

2 Gv11« ln
12v/V

11v/V
. ~17!

In panel~a!, the quantitiesa(v)(s,V,1) anda~v! are shown
on a log–log plot covering three decades of the spectrum up
to V. Moving down the frequency scale, the two curves
merge in the middle decade similar to the previous case. In
panel~b!, a(v)(s,V,1) anda~v! are compared on a linear plot
over the third decade down fromV. Here, the fit to
a(v)(s,V,1) yields an exponent of 11«51.09, demonstrating
the high degree of agreement at this scale. In panel~c!, the
two quantities comprising the error are plotted over the same
decade as panel~b!. The two terms act in opposition to one
another, with theV series having the greater magnitude.
Note that the scale of they axis in panel~c! is an order of
magnitude smaller than that of panel~b!. In panel ~d!, the
exact and predicted K–K results are plotted for the top de-
cade, and the deviation between the two is clear. A power-
law fit over this decade produces 11«50.86. This is 78% of
the target value, very similar to the previous case in the top
decade. In panel~e! the error terms are shown to have similar
shapes and are largely counterbalancing one another. Also

FIG. 1. ~a! The comparison ofa(v)(s,V,1) anda~v! for 11«51.1 around
the subtraction frequencyv0 for bandwidths indicated in the legends.~b!
Comparison ofa(v)(s,V,1) anda~v! for 11«51.9.
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note that the two error terms are individually much larger
than a(v)(s,V,1) and a~v!, as the vertical axis is about 20
times broader than in panel~d!. Both error terms individually
diverge in thev→V limit, but one can show that together
these divergences cancel.

Figure 4 contains the results for the 11«51.5 case. In
panel~a!, the quantitiesa(v)(s,V,1) anda~v! are shown on a
log–log plot covering three decades of the spectrum. The
K–K prediction deviates noticeably froma~v! in the second
decade and higher. In panel~b! a(v)(s,V,1) and a~v! are
compared linearly in the 0.001,v/V<0.01 decade. Here, the
correspondence is very good with a power-law fit of 11«
51.46. As shown in panel~c!, theV series term is about an
order of magnitude larger than the logarithmic term, but is

itself about an order of magnitude smaller thana~v!. In
panel ~d! a(v)(s,V,1) and a~v! are compared on a linear
scale over the top decade. Similar to the two previous cases,
the predicted exponent of 11«51.13 in this top decade is
only about 75% of the target value. Panel~e! shows the two
artifactual terms ina(v)(s,V,1). The two terms have similar
shapes although they differ in sign, and theV series clearly
has the greater magnitude of the two. Note that they axis in
panel~e! is about a factor of 5 broader than that for panel~d!.

The five panels of Fig. 5 display the results for the 11«
51.9 case. In panel~a!, the quantitiesa(v)(s,V,1) anda~v!
are shown on a log–log plot covering six decades of the
spectrum up toV. The K–K prediction deviates froma~v!
increasingly from the smallest decade up toV. Panel ~b!
showsa(v)(s,V,1) anda~v! two decades down from the top.
Here, the correspondence is not as strong as in the previous
three cases, but the fit exponent of 11«51.77 for this decade
accounts for 93% of the target value. For the artifact compo-
nents shown in panel~c!, it is clear that theV-series term is
dominant, with no significant contribution from the log term.
In panel~d! a(v)(s,V,1) anda~v! are compared over the top
decade. Here, the difference is dramatic, although the fit ex-
ponent of 11«51.41 is 74% of the target value, a similar
percentage as in the other power-law cases in the top decade.

FIG. 2. ~a! Log–log plot of the exact and restricted-interval once-subtracted
K–K prediction for attenuation coefficient for 11«51.0, the logarithmic
dispersion case, covering three decades in frequency.~b! A linear plot of the
exact and predicted attenuation coefficients for the third decade, 0.001,v/
V<0.01. ~c! A linear plot of the exact and predicted attenuation coefficient
over the top decade~v/V,1.0!.

FIG. 3. ~a! Log–log plot of the exact and restricted-interval once-subtracted
K–K prediction for attenuation coefficient for 11«51.1. The plot covers
three decades in frequency.~b! A linear plot of the exact and predicted
attenuation coefficients over the third decade, 0.001,v/V<0.01. ~c! The
two error terms, theV series@Eq. ~16!# and the log term@Eq. ~17!#, in the
K–K calculations for the third decade. The vertical scale is an order of
magnitude narrower than that in panel~b!. ~d! A linear plot of the exact and
predicted attenuation coefficient over the top decade~v/V,1.0!. ~e! The
two error terms in the K–K calculations for the top decade. Here, the ver-
tical axis is 20 times broader than that of panel~d!.
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Panel~e! shows the two artifactual terms ina(v)(s,V,1). In
panel ~e!, the dominance of theV series in the artifact is
clear, although the logarithmic term counterbalances it
somewhat.

In each respective decade shown, theV series term is of
a similar magnitude across the three«.0 cases, while the log
term provides less of a counterbalance as« increases. To
illustrate this trend, we add Eq.~16! and Eq.~17! to get the
total artifact, writing the logarithm in Eq.~17! in its power
series form. The first term in the total artifact series is

a0v11«
2

p
tanF ~11«!

p

2 G S 1

12«

V«

v«
21D v

V
. ~18!

~For v,V/2, this first term approximation is accurate to bet-
ter than 10%.! In the last bracket of Eq.~18!, the first term is
from the V series and the second is from the log term.
The tangent can also be expanded to first order as tan@~11«!
3~p/2!#'~«21!~p/2! ~which is accurate to better than 10%
for «.0.66!
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2

p
~«21!

p

2 S 1

12«
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v«
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52a0v11«S V«

v«
1~«21!D v

V
. ~19!

As shown by the above expression, as« increases towards 1,
the log-term contribution goes to zero while the singularity
in the first V-series term compensates for the zero in the
tangent, resulting in a finite nonvanishing contribution.

The power law predicted by K–K for a given decade can
be calculated using the following formula:

~11«!k
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ln 10k1
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~2n21!2D 102k~2n21! G ~«50!, ~20b!

wherek is a positive integer,v0!102k, ands!102k V. Once again the logarithms in the artifact have been written in the
power series form. The top decade is given byk51 and the lower decades by the higher integers. In the top decade, this

FIG. 4. ~a! Log–log plot of the exact and restricted-interval once-subtracted
K–K prediction for attenuation coefficient for 11«51.5. The plot covers
three decades in frequency.~b! A linear plot of the exact and predicted
attenuation coefficients in the third decade, 0.001,v/V<0.01. ~c! The two
error terms, theV series@Eq. ~16!# and the log term@Eq. ~17!#, in the K–K
calculations for the third decade. The vertical scale is an order of magnitude
smaller than that in panel~b!. ~d! A linear plot of the exact and predicted
attenuation coefficient over the top decade~v/V,1.0!. ~e! The two error
terms in the K–K calculations over the top decade. The vertical axis is about
5 times broader than that of panel~d!.
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formula matches the exponents numerically fit to the predicted curves to 2% and in the lower decades it matches better than
0.8%. Below the first decade~i.e., k>2), the above formula is essentially determined by the first terms in the infinite series

~11«!k>2
~s,V,1!511«1 log10F 11
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G ~0,«,1!, ~21a!

511 log10F 12
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p2
~ ln 10k2111!10~12k!

12
4
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~ ln 10k11!102k G ~«50!. ~21b!

As shown in this section, the restricted K–K method is
clearly not practical for the prediction of power-law expo-
nents in the 1<11«,2 range. Even in the most favorable
case of«50, accurate predictions require the data to span a
spectrum up to 50 times the lowest valid frequency in the
measurement. Such wideband data are rarely available as
acquiring dispersion and/or attenuation data over even a

single decade in frequency is a challenging task~at least with
a single set of transducers, pulsers, and amplifiers!. For ex-
ample, if one were interested in the attenuation behavior
around 2 MHz, dispersion data would be required up to at
least 100 MHz to achieve reasonable accuracy. The data
would also need to extend down a decade or so below 2
MHz. A direct fit of the data to the power law model of Eq.
~2! and Eq.~3! is probably the best approach as the model-
independent method is so spectrally demanding.

One use of these results could be in extrapolating the
range of knowledge of a system beyond the finite spectral
window of our measurement system. It is possible that the
power-law behavior only persists over a limited spectrum,
and the system exhibits some other type of behavior else-
where. The restricted K–K integrals could be interpreted as
representing the power-law portion of the system’s behavior.
A successful fit of the data to the causal model within the
measurement bandwidth could then indicate that the disper-
sion follows the model for several decades beyond the high
end of the data; otherwise, the fit to the attenuation data
would exhibit some deviation. The quantitative implications
of this idea remain to be explored.

C. On predicting dispersion from the attenuation
coefficient

As shown above, in predicting the attenuation coeffi-
cient the restricted K–K relations produce the correct power-
law form for both zeroth- and first subtraction orders. Even
though the zeroth-order result does not converge in the
V→` limit, as the bandwidth increases the slope of the pre-
dicted attenuation does approach the correct value. When
predicting the dispersion from power-law attenuation for the
various orders of restricted K–K, the results are more com-
plex in both form and interpretation. The dispersion predic-
tion problem differs from the attenuation case in two impor-
tant respects:~1! the lowest order convergent relation is the
twice-subtracted form, and~2! the lower-order nonconver-
gent results do not produces- andV-independent terms that
correspond to the correct functional form of the dispersion.
The wider implications of the dispersion results within the

FIG. 5. ~a! Log–log plot of the exact and restricted-interval once-subtracted
K–K prediction for attenuation coefficient for 11«51.9. The plot covers six
decades in frequency.~b! A linear plot of the exact and predicted attenuation
coefficient for the third decade, 0.001,v/V<0.01.~c! The two error terms,
theV series@Eq. ~16!# and the log term@Eq. ~17!#, in the K–K calculations
for the third decade. The vertical scale is of the same order of magnitude as
in panel~b!. ~d! A linear plot of the exact and predicted attenuation coeffi-
cients for the top decade,v/V,1.0. ~e! The dominant error terms in the
K–K calculations for the top decade. The vertical scale is of the same order
of magnitude as in panel~d!.
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context of the search for a more generally applicable K–K
method are yet to be explored.

V. CONCLUSION

In this work, we have demonstrated the impact of band-
width restriction on the causal prediction of the attenuation
coefficient from dispersion for power-law systems. The cal-
culations using both the zeroth- and first-order subtracted
K–K relations generate analytical results as sums of two
terms. The first term is the proper power-law form for the
attenuation coefficient, while the second consists of all the
artifactual factors which have explicit dependencies on the
limits of integration. We have shown that the once-subtracted
relation converges toa~v! as the bandwidth grows to encom-
pass larger portions of the frequency axis while the zero-
order transform diverges asV→`. As illustrated in the nu-
merical studies, the restricted K–K predictions grow more
accurate as 11«→1. The predictions are also better when the
frequency scale of interest is farther removed from the upper
limit of integration. The bandwidth-restricted K–K relations
reveal the causal linkage between power-law attenuation and
dispersion in the analytical results. In the direct application
to experimental data the link may be somewhat obscured as
the finite-bandwidth artifacts can be substantial. However,
with the analytical expressions available in this paper it is
possible to conceive of methods for correcting these results,
perhaps within the context of a general model-independent
approach to finite-bandwidth K–K calculations.
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In an open cycle traveling wave thermoacoustic engine, the hot heat exchanger is replaced by a
steady flow of hot gas into the regenerator to provide the thermal energy input to the engine. The
steady-state operation of such a device requires that a potentially large mean temperature difference
exist between the incoming gas and the solid material at the regenerator’s hot side, due in part to
isentropic gas oscillations in the open space adjacent to the regenerator. The magnitude of this
temperature difference will have a significant effect on the efficiencies of these open cycle devices.
To help assess the feasibility of such thermoacoustic engines, a numerical model is developed that
predicts the dependence of the mean temperature difference upon the important design and
operating parameters of the open cycle thermoacoustic engine, including the acoustic pressure,
mean mass flow rate, acoustic phase angles, and conductive heat loss. Using this model, it is also
shown that the temperature difference at the regenerator interface is approximately proportional to
the sum of the acoustic power output and the conductive heat loss at this location. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1621859#

PACS numbers: 43.35.Ud, 44.27.1g @RR# Pages: 2791–2798

I. INTRODUCTION

Research in thermoacoustics has been limited mostly to
closed cycle designs in recent years, though there is a poten-
tial for significant improvements in efficiency by using open
cycle thermoacoustic devices. In such systems, a slow mean
flow is superimposed on the acoustic field in order to replace
one of the heat exchangers with a convective heat transfer
process.1,2 This requires, however, that the mean flow veloc-
ity be an order of magnitude smaller than the acoustic veloc-
ity in order to keep thermal convection effects from over-
whelming the thermoacoustic effects in the device. In most
cases, an additional thermodynamic benefit is gained in that
the open cycle thermoacoustic process is very efficient in
converting the thermal energy in the convected fluid into
acoustic energy, or vice versa. This was the major impetus
for the construction and testing of the first open cycle ther-
moacoustic device, Los Alamos’s standing wave
refrigerator,1–3 which cools a stream of gas as it passes
through the stack. Greater commercial potential exists, how-
ever, for open cycle traveling wave thermoacoustic devices,
as they possess an efficiency advantage over their inherently
irreversible standing wave counterparts.4 For instance, in the
natural gas liquefier being developed jointly by Los Alamos
National Lab and Praxair Inc.,5 the natural gas that is burned
to power the liquefier could be routed directly through the
thermoacoustic engine in an open cycle configuration,
thereby eliminating the hot heat exchanger and providing a
simpler and possibly more efficient means of converting fuel
energy into acoustic energy.

A diagram of a basic open cycle traveling wave ther-

moacoustic engine is shown in Fig. 1, where the slow mean
flow of hot gas approaches the regenerator from the right.
Heat is removed at the cold heat exchanger on the left side of
the regenerator, setting up a temperature gradient through
which an acoustic traveling wave is amplified in passing
from the cold end of the regenerator to the hot end. However,
as will be shown in the following, the joining conditions at
the interface between the regenerator and the adjacent open
duct require that a substantial mean temperature difference
exist between the incoming mean flow and the regenerator’s
solid material. Since this may have profound effects on the
acoustics, thermodynamics, and efficiency of the open cycle
thermoacoustic engine, the remainder of this study will focus
on developing a model that can be used to predict the mag-
nitude of this temperature difference.

The physical processes responsible for creating the tem-
perature difference at the regenerator/open duct interface are
shown schematically for various gas parcels in Fig. 2, which
can be viewed as a magnification of the control volume sur-
rounding the regenerator interface in Fig. 1. Gas parcels that
start the acoustic cycle at various locations within the regen-
erator are shown in Figs. 2~a!–~d!. For good gas–solid ther-
mal contact within the regenerator, these parcels of gas re-
main at the regenerator’s temperature until they enter the
open duct, where they undergo isentropic temperature oscil-
lations in concert with the pressure oscillations of the travel-
ing acoustic wave. These oscillations cause the gas parcels to
re-enter the regenerator at temperatures below that of the
regenerator,6 where they receive heat from the regenerator
solid and are rapidly heated back up to the temperature of the
regenerator at the interface,Tre. At the end of the acoustic
cycle, fresh gas parcels enter the regenerator for the first time
due to the steady mean flow of gas toward the regenerator, asa!Electronic mail: gte852f@mail.gatech.edu
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depicted in Figs. 2~e! and ~f!. These gas parcels isentropi-
cally oscillate about their mean temperature,TH , until they
enter the regenerator, at which time they are cooled toTre by
contact with the regenerator’s solid material. In the absence
of other sources of heat input or output, a heat balance of the
regenerator solid at the interface shows that the heat trans-
ferred from the solid to the cold returning gas must equal the
heat transferred from the fresh gas to the regenerator solid, if
the solid material is to maintain a constant mean temperature
during steady-state operation. Satisfying this criterion gives
rise to the mean temperature difference between the regen-

erator solid and the hot incoming gas, as cited earlier.
The effect of a temperature difference within or between

thermoacoustic components has been a subject of several
studies in thermoacoustics. This topic was first broached by
Swift,7 who pointed out that for net solid–gas heat transfer to
occur within a heat exchanger, a difference must exist be-
tween the solid temperature and the spatially and temporally
averaged gas temperature within the heat exchanger. Brew-
steret al.8 extended this concept to include the heat transfer
between a thermoacoustic stack and its heat exchangers,
though their analysis was limited only to standing wave ther-
moacoustic devices. Research that is more closely related to
the problem at hand was first performed by Smith and
Romm6 for component interface losses in Stirling engines,
and later on by Kittel9 and Bauwens10 for similar interface
losses in pulse tube refrigerators. Swift11 subsequently ap-
plied these concepts to the general field of thermoacoustics,
and has developed relationships that are frequently used to
estimate losses and joining conditions between components
in thermoacoustic devices. However, none of these studies
consider the effects of mean flow on the component interface
dynamics, thus the development of a new theoretical frame-
work is required for studying the component interface con-
ditions in open cycle thermoacoustic devices.

It should also be noted that while this study deals pri-
marily with open cycle, traveling wave thermoacoustic en-
gines, the problem of determining the temperature difference
at the regenerator/open duct interface is also of concern in
thermoacoustic refrigerators and heat pumps of the same
type, as this temperature difference critically impacts the ef-
ficiencies of all of these devices. However, this paper effec-
tively demonstrates the procedure involved in the determina-
tion of this temperature difference by focusing solely on the
traveling wave engine application.

II. MASS FLUX MODEL

The formulation used to model the open cycle thermoa-
coustic engine follows the formulation developed by Smith
and Romm,6 with some modifications to account for the
presence of mean flow. The model considers conditions
within a control volume that encloses the hot side interface
of the regenerator, as shown in Fig. 1. The control volume’s
left and right boundaries, designated with the subscriptsL
andR, are located inside the solid matrix of the regenerator
and in the adjoining open duct, respectively, and are close
enough together that the control volume can be assumed to
contain a negligible amount of mass. To simplify the analy-
sis, it is assumed that the flow is one-dimensional, and that
there is no axial conduction or mixing between the parcels of
gas that move axially in and out of the control volume.

A. Mass flux

To begin, the mass flux passing through the control vol-
ume is assumed to be given by

ṁ~ t !5ṁ01ṁ1 sin~vt1f!, ~1!

whereṁ0 andṁ1 are the magnitudes of the mean and oscil-
lating components of the mass flux, respectively,v is the
angular frequency of the acoustic oscillations, andf is a

FIG. 1. A schematic of a basic open cycle traveling wave thermoacoustic
engine. A steady flow of gas with mean temperatureTH flows into the
regenerator, whose hot end is at the temperatureTre . A cold heat exchanger
rejects heat to ambient temperature at the other end of the regenerator, and
the resulting temperature gradient in the regenerator is used to amplify the
acoustic traveling wave entering its cold end. An analysis of the control
volume, which includes the interface between the regenerator and the open
duct, is used to determine the difference between the temperaturesTH and
Tre . State properties on the left and right of the control volume are labeled
with subscripts ‘‘L’’ and ‘‘ R,’’ respectively.

FIG. 2. A schematic of the temperature and acoustic displacement histories
of various gas parcels near the regenerator/open duct interface, over the
course of an acoustic cycle. The closed squares denote the starting position
of each parcel, and the open squares denote the final position. The net
displacement between the starting and finishing positions is due to the mean
mass flux. Gas parcels in~a!–~d! start their motion inside the regenerator,
undergo isentropic temperature oscillations outside the regenerator that re-
duce their temperatures, and are heated to the regenerator’s temperature,
Tre , upon re-entry. Gas parcels in~e! and~f! start their motions outside the
regenerator, oscillate isentropically about the mean temperature,TH , and
cool down toTre upon entering the regenerator at the end of the acoustic
cycle.
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phase shift used to set a reference time below. Having as-
sumed that the control volume contains a negligible amount
of mass, it can be further assumed that the mass fluxes cross-
ing the left and right sides of the control volume are equal
~i.e., ṁL5ṁR).

It is convenient to nondimensionalize the model equa-
tions in order to eliminate the dependence on the angular
frequency. Introducing a dimensionless time,t̂[vt, and di-
mensionless mass fluxes,m6 [ṁ/ṁ1 and m6 0[ṁ0 /ṁ1 , Eq.
~1! can be rewritten as

m6 ~ t̂ !5m6 01sin~ t̂1f!. ~2!

Note that nondimensionalizing the mass fluxes byṁ1 instead
of ṁ0 is more practical for consideration of the limiting case
in which there is no mean mass flux.

By choosing to letm6 50 at t̂50, the phase shift be-
comes

f5sin21~2m6 0!. ~3!

Here, Eq.~3! specifies thatum6 0u<1, though for practical pur-
poses, we requireum6 0u<0.1 to satisfy the condition that the
mean velocity be an order of magnitude smaller than the
oscillating velocity in an open cycle thermoacoustic device.2

Further, this study will only consider the processes that occur
during one acoustic cycle, i.e., 0< t̂<2p, wherem6 50 at t̂
50 and t̂52p, according to Eqs.~2! and ~3!.

An important parameter in this study is the time,t̂mid , at
which the gas ceases to flow out of the regenerator, reverses
direction, and begins to flow back into the regenerator. Not-
ing thatm6 ( t̂mid)50, that t̂mid should be close top in value,
and that the sine function has odd symmetry aboutp, Eqs.
~2! and ~3! can be used to show that

t̂mid5p22f. ~4!

B. Total mass

In later sections, it will be necessary to relate the time at
which a particular gas parcel leaves the regenerator to the
time at which it re-enters the regenerator. This is accom-
plished by tracking the total mass,m, that has passed from
the regenerator to the open duct during the acoustic cycle.
Integrating Eq.~1! and nondimensionalizing yields

m̂~ t̂ !5m6 0t̂2cos~ t̂1f!1cos~f!, ~5!

where the total dimensionless mass has been defined asm̂
[mv/ṁ1 .

The mass flux and total mass displacement, as described
by Eqs.~2! and~5!, are plotted in Fig. 3, where three distinct
time periods within the acoustic cycle can be identified. The
first, denoted by the subscript ‘‘a,’’ describes the time period
0< t̂ a< t̂mid when the gas is flowing from left to right out of
the regenerator. At the timet̂mid , the gas reverses direction
and starts flowing back to the left, thus the total mass that has
entered the open duct since the start of the acoustic cycle,m̂,
is a maximum at this time. The second time period is defined
as the time during which gas parcels that left the regenerator
return to the regenerator. Since a stratified flow has been
assumed, the time at which a representative gas parcel leaves
the regenerator,t̂ a , can be related to the time at which the

same parcel re-enters the regenerator,t̂ b , by equating the
total mass displacement at these times as shown in Fig. 3,
i.e.,m̂( t̂ a)5m̂( t̂ b). Using Eq.~5!, t̂ b can thus be related tot̂ a

by solving

m6 0t̂ a2cos~ t̂ a1f!5m6 0t̂ b2cos~ t̂ b1f!, ~6!

where t̂ b falls betweent̂mid and a timet̂ d , which marks the
start of the third time period.

In the stratified flow assumption, two parcels of gas that
start the acoustic cycle adjacent to each other, one inside the
regenerator and one outside, can have vastly different states,
thus the regenerator interface experiences a discontinuity in
gas properties as the gas in the open duct flows from right to
left through the control volume at timet̂ d , the ‘‘discontinu-
ity’’ time. This time corresponds to the time at whichm̂50
again, and can be found by solving

m̂~ t̂ d!5m6 0t̂ d2cos~ t̂ d1f!1cos~f!50 ~7!

for t̂ d , where t̂mid, t̂ d,2p. This time marks the beginning
of the third time period, denoted by the subscript ‘‘c,’’ t̂ d

< t̂ c<2p, during which fresh gas parcels enter the regenera-
tor for the first time due to the presence of a mean flow. At
the end of the acoustic cycle, a net mass of

m̂~ t̂52p![m̂net52pm6 0 ~8!

has been transported into the regenerator as a result of the
mean mass flux as depicted in Fig. 3.

III. THERMODYNAMIC MODEL

Next, the thermodynamic properties of the gas need to
be determined on each side of the control volume for all
times during the acoustic cycle. To facilitate this analysis, it
is assumed that the pressure in the control volume does not
depend on axial location, and is given by

p̂~ t̂ !511 p̂1 sin~ t̂1f1u!, ~9!

FIG. 3. Time dependence of the dimensionless mass flux and total mass
displacement during an acoustic cycle in whichm6 0520.05. Three distinct
time periods are identified by the dashed vertical lines. In the first time
period, gas flows to the right, leaving the regenerator, until it comes to a stop
at time t̂mid . In the second time period, that same gas flows back to the left,
returning to the regenerator. The time at which a particular gas parcel re-
enters the regenerator,t̂ b , is linked to the time at which it leaves the regen-
erator,t̂ a , by the total mass displacement. In the third time period, after all
of the original gas has returned to the regenerator at timet̂ d , fresh gas flows
into the regenerator until the end of the acoustic cycle. The net mass dis-
placement for the acoustic cycle,m̂net, is also shown.
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where p̂[p/p0 and p̂1[p1 /p0 . Here,p0 is the mean pres-
sure,p1 is the amplitude of the acoustic pressure, andu is the
phase angle by which the acoustic pressure leads the acoustic
mass flux, where attention is restricted to2p/2,u,p/2 in
this work, since acoustic energy flux is positive according to
the sign conventions of this study.

A. Gas temperatures

The temperature and position histories of various gas
parcels near the regenerator interface are shown schemati-
cally in Fig. 2 above, although it is not necessary to calculate
these histories, as the only temperatures of interest in this
study are those of the gas parcels as they enter and leave the
control volume. To simplify matters, it is assumed that the
gas properties can be related by the ideal gas equation of
state, and that there is perfect thermal contact between the
gas and the solid within the regenerator~i.e., TL5Tre for all
t̂). Since accounting for the transient heating effects in the
regenerator would require a finite-width control volume,
thermal conductivity and specific heat properties of the gas,
and details on the regenerator’s internal geometry, neglecting
these effects greatly simplifies the model at the expense of a
slightly diminished accuracy.

During the first time period, gas exits the regenerator at
temperatureTre and crosses the right-hand boundary of the
control volume, soTR,a5Tre. Upon exiting the regenerator,
gas parcels undergo isentropic temperature oscillations as a
result of the acoustic pressure oscillations in the open duct to
the right of the regenerator, as depicted in Figs. 2~a!–~d!. For
an isentropic process in an ideal gas, the pressure and tem-
perature are related by

T

Tref
5S p

pref
D ~g21!/g

, ~10!

whereg is the ratio of specific heats. The reference condi-
tions for a particular parcel of gas correspond to the tempera-
ture and pressure of the gas when it first encounters the isen-
tropic environment upon exiting the regenerator at timet̂ a .
The time at which this gas parcel returns to the regenerator is
determined by solving Eq.~6! for t̂ b , and the dimensionless
temperature of the gas parcel at this time,T̂R,b , is then found
from Eq. ~10!:

T̂R,b5F11 p̂1 sin~ t̂ b1f1u!

11 p̂1 sin~ t̂ a1f1u!G
~g21!/g

, ~11!

where the temperature has been nondimensionalized with re-
spect to the regenerator temperature~i.e., T̂[T/Tre).

The temperature of the incoming gas during the third
time period can be similarly obtained, though the reference
states for temperature and pressure must be redefined. In the
open duct, the gas temperature isentropically oscillates about
a mean temperature,TH , as a result of the pressure oscilla-
tions, as depicted in Figs. 2~e! and~f!. In the course of these
oscillations,T5TH whenp5p0 , so takingTH andp0 as the
reference states in Eq.~10! for the gas parcels that begin the
acoustic cycle inside the open duct, the temperature at the
time the gas parcels first enter the regenerator,T̂R,c , can be
expressed as

T̂R,c5T̂H@11 p̂1 sin~ t̂ c1f1u!#~g21!/g. ~12!

B. Thermal energy balance

Having determined the temperature of the gas crossing
each of the control volume’s boundaries, the heat balance
within the control volume can now be examined. Assuming
that kinetic energy and viscous effects are negligible, a
quasi-one-dimensional energy equation can be written as

]~re!

]t
1

]~ruh!

]x
1“"q50, ~13!

wherer is the gas density,e is the internal energy,u is the
gas velocity in thex direction,h is the enthalpy, andq is the
heat flux vector. Using the ideal gas law and the state rela-
tionshipse5h2p/r and dh5cpdT, the first term in Eq.
~13! can be written as:](re)/]t5(]p/]t)/(g21).

Integrating over the control volume then yields

V

g21

dp

dt
1@ṁh#R2@ṁh#L1E “"qdV50. ~14!

Assuming that the periphery of the device is well-insulated,
the heat flux vector,q, consists of two primary components,
axial heat conduction and lateral heat transfer between the
gas and the regenerator’s solid material. Using the diver-
gence theorem and Fourier’s law for the conductive heat flux
yields

V

g21

dp

dt
1F ṁh2Ak

dT

dxG
R

2F ṁh2Ak
dT

dxG
L

5Q̇, ~15!

whereA is the cross-sectional area occupied by the gas,k is
the thermal conductivity of the gas, andQ̇ is generically
defined as the heat transfer rate between the regenerator solid
and the gas in the control volume, where heat transfer to the
gas is positive. This equation can be further simplified by
applying the above assumption of an infinitely thin control
volume, which eliminates the first term on the left-hand side
of Eq. ~15!. Finally, if thermal conduction effects in the gas
are assumed to be negligible, Eq.~15! can be written nondi-
mensionally as

Q6 5m6 ~ T̂R21!, ~16!

where the dimensionless heat flux is defined asQ6

[Q̇/ṁ1cpTre.
Although thermal conduction in the gas has been ne-

glected, conduction in the solid of the regenerator may still
be important, as the thermal conductivities of solids are gen-
erally orders of magnitude larger than those for gases, and
the solid material constitutes a significant volume fraction of
the regenerator. To account for this conductive heat flux, a
thermal energy balance of the regenerator solid is required.
Assuming that heat transfer to the gas and conduction
through the left side of the control volume are the only heat
fluxes in or out of the solid, this energy balance can be writ-
ten nondimensionally as

dÊs

dt̂
5Q6 k2Q6 , ~17!
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whereÊs[vEs /ṁ1cpTre, in which Es is the thermal energy
of the solid in the control volume, and Q6 k

[2Asks(dT/dx) int /ṁ1cpTre, where As is the cross-
sectional area of the solid,ks is the thermal conductivity of
the solid, and (dT/dx) int is temperature gradient of the solid
at the regenerator interface.

In steady state operation, the solid material of the regen-
erator maintains a constant temperature,Tre, thus there must
be no net energy change in the solid material of the regen-
erator over the course of an acoustic cycle, i.e.,

E
0

2p dÊs

dt̂
dt̂5E

0

2p

Q6 kdt̂2E
t̂mid

t̂d
Q6 bdt̂b2E

t̂d

2p

Q6 cdt̂c50.

~18!

In this expression, the gas–solid heat transfer integral
has been split into its contributions from the second and third
time periods,Q6 b and Q6 c , respectively, while the contribu-
tion from the first time period has been neglected since no
heat is transferred between the gas and the regenerator solid
during this time. Substituting Eqs.~11! and~12! for T̂R,b and
T̂R,c , respectively, into Eq.~16!, expressions for the heat
fluxes during the second and third time periods are obtained:

Q6 b~ t̂ b!5m6 ~ t̂ b!S F p̂~ t̂ b!

p̂~ t̂ a!G
~g21!/g

21D , ~19!

Q6 c~ t̂ c!5m6 ~ t̂ c!~ T̂H@ p̂~ t̂ c!#
~g21!/g21!. ~20!

In each of these equations, the mass fluxes and pressures are
given ~for the appropriate times! by Eqs.~2! and~9!, respec-
tively, and t̂ a in Eq. ~19! is related tot̂ b by Eq. ~6!.

IV. THE TEMPERATURE DIFFERENCE

Substituting Eqs.~19! and ~20! into the heat balance of
Eq. ~18! yields, after some manipulation, an equation for the
ratio of the mean temperature of the incoming gas to the
temperature of the regenerator solid:

T̂H5

E
t̂ d

2p

m6 dt̂c1E
t̂mid

t̂d
m6 S 12F p̂~ t̂ b!

p̂~ t̂ a!G
~g21!/gDdt̂b12pQ6 k

E
t̂ d

2p

m6 @ p̂~ t̂ c!#
~g21!/gdt̂c

.

~21!

The integrations in Eq.~21! are performed numerically on a
PC to determine the value ofT̂H that satisfies the heat bal-
ance. In an actual open cycle thermoacoustic engine, the
mean flow gas temperature would be a known, fixed quan-
tity, and the steady-state heat balance of Eq.~18! would be
solved to determine the temperature at the hot face of the
regenerator. Regardless, Eq.~21! solves for the ratio between
the two temperatures, so knowing one temperature allows for
the solution of the other temperature.

A plot of the calculated time history of the temperature
at the right-hand side of the control volume is shown for
representative choices of independent parameters in Fig.
4~a!. The right-side temperature,TR , is equal to the regen-
erator temperature during the first time period, and is lower
than the regenerator temperature during the second time pe-

riod. This is consistent with the results of Smith and Romm,6

who have shown that if work is generated by the engine~i.e.,
2p/2,u,p/2!, then the isentropic oscillations outside the
regenerator cause the gas to re-enter the regenerator at lower
temperatures. At the end of the second time period,t̂ d , a
discontinuity in temperature occurs as the fresh, hotter gas
enters the regenerator for the first time. The plot of the gas–
solid heat transfer rate versus time in Fig. 4~b! shows the
added effect of the mass flux, and illustrates the heat balance
described in Eq.~18!, where the area under the curves during
the second and third time periods must equal one another in
the absence of a conductive heat flux. The various curves in
Figs. 4~a! and ~b! show the effects of varying mean mass
flow rates on the temperature and heat flux histories, which
will be discussed further in a later section.

A. Temperature difference approximation

Predicting the mean temperature difference with Eq.
~21! is fairly cumbersome, and is not very practical for quick
design calculations. Several approximations can be made to
this equation to yield a simpler expression that reasonably
estimates the temperature difference,T̂H , and provides a
clearer understanding of how it is affected by various inde-
pendent parameters. First, by expanding the pressure term in
the denominator of Eq.~21! in a binomial series and assum-
ing that the acoustic pressure amplitude is much smaller than
the mean pressure~i.e., p̂1!1), the denominator of Eq.~21!
can be approximated by

E
t̂d

2p

m6 @ p̂~ t̂ c!#
~g21!/gdt̂c'E

t̂d

2p

m6 dt̂c52pm6 0 , ~22!

where the last integral is equal to the net mass displacement
for the entire acoustic cycle~see Fig. 3!. Substitution of Eq.
~22! into Eq. ~21! for the temperature difference yields

FIG. 4. Time dependence of~a! the dimensionless temperature on the right
side of the control volume and~b! the dimensionless heat flux from the
regenerator solid, during an acoustic cycle for the conditions:p̂150.1,
g51.4, u50, andQ6 k50. The mean incoming gas temperature and relevant
time periods are marked form6 0520.05 ~solid line!, which correspond to
the same time periods shown in Fig. 3. For comparison, the temperature and
heat flux histories form6 0520.025 andm6 0520.1 are also shown.
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T̂H'11
1

2pm6 0
E

t̂mid

t̂d
m6 S 12F p̂~ t̂ b!

p̂~ t̂ a!G
~g21!/gDdt̂b1

Q6 k

m6 0
,

~23!

where Eq.~22! has also been applied to the first term in the
numerator of Eq.~21!.

To simplify the pressure term within the integral in Eq.
~23!, the pressure ratio can be expanded in a Taylor series
with the use of Eq.~9!, and the resulting expression can be
further expanded in a binomial series to account for the pres-
sure ratio’s exponent. Extracting theu dependence from this
result and using Eq.~6! yields

12F p̂~ t̂ b!

p̂~ t̂ a!G
~g21!/g

'
g21

g
p̂1m6 0~ t̂ a2 t̂ b!sinu

1
g21

g
p̂1 cosu@sin~ t̂ a1f!

2sin~ t̂ b1f!#, ~24!

where all terms that are second order and higher in the
acoustic pressure amplitude have been neglected. This ex-
pression can be further simplified by assuming that the mean
mass flux is much smaller than the acoustic mass flux, i.e.,
m6 0!1, which eliminates the first term on the right-hand side
of Eq. ~24!. Substituting Eqs.~2! and ~24! into Eq. ~23! and
eliminating terms of the order ofm6 0 from the integral yields

T̂H'11
Q6 k

m6 0
1

g21

g

p̂1 cosu

2pm6 0
E

t̂mid

t̂d
sin~ t̂ b1f!

3@sin~ t̂ a1f!2sin~ t̂ b1f!#dt̂b , ~25!

where the integral now contains only variables that are a
function ofm6 0 . In the limiting case in whichm6 0 approaches
zero, it can be shown that:f→0, t̂ a→2p2 t̂ b , t̂mid→p, and
t̂ d→2p.

Using these limits to evaluate the integral in Eq.~25!
yields a compact expression for the estimated temperature
difference:

T̂H'12
g21

g

p̂1 cosu

2m6 0
1

Q6 k

m6 0
. ~26!

Note that in this estimate,T̂H.1, sincem6 0 and Q6 k are al-
ways negative by the sign conventions used in this study, and
2p/2<u<p/2.

Given the number of approximations made in arriving at
this result, Eq.~26! works remarkably well as an estimate for
the true temperature difference given in Eq.~21!, with errors
of less than 5% forp̂1<0.1, g<1.67, 2p/2<u<p/2, 20.1
<m6 0<20.0001, andQ6 k<0. Even for higher acoustic pres-
sure amplitudes~e.g., p̂1<0.3), Eq. ~26! approximates the
temperature difference to within about 10% of its true value.

To take the estimation of the temperature difference a
step further, note that the acoustic energy at the hot side of
the regenerator can be approximated by

Ėre'
p1ṁ1 cosu

2r re
. ~27!

By using Eq.~27!, the ideal gas law, and the definitions of
the dimensionless variables, Eq.~26! can be rearranged to
produce the following interesting result:

ṁ0cp~Tre2TH!'Ėre1AsksS dT

dxD
int

. ~28!

Equation ~28! indicates that a substantial temperature
difference must exist across the regenerator interface if the
engine is going to produce a significant amount of acoustic
power. A more broad interpretation of Eq.~28! states that of
the thermal energy convected to the regenerator interface at
temperatureTH , some of it is convected into the regenerator
at temperatureTre , some of it is conducted through the re-
generator solid, and the remainder is used to create the
acoustic energy exiting the regenerator. This acoustic energy
is not generated by the processes occurring at the regenerator
interface, but rather, this term represents a ‘‘thermoacoustic
heat flux’’ into the regenerator. Note that in an ideal regen-
erator of a traveling wave thermoacoustic device, that the
acoustic energy flux traveling in one direction is accompa-
nied by a ‘‘thermoacoustic heat flux’’ of equal magnitude
traveling in the opposite direction.11 The thermal energy car-
ried by this thermoacoustic ‘‘heat-pumping’’ effect, as it is
also called, is converted into work in the form of acoustic
energy within the regenerator. Therefore, in accordance with
Eq. ~28!, a larger temperature difference at the regenerator
interface results in a larger ‘‘thermoacoustic heat flux’’ into
the regenerator, consequently increasing the acoustic power
that is generated with this thermal energy.

B. Effects on the temperature difference

The above-presented analysis shows that the tempera-
ture difference between the gas and regenerator depends
upon the following five dimensionless parameters: the ratio
of mean to oscillating mass fluxes,m6 0 , the ratio of acoustic
to mean pressures,p̂1 , the phase angle by which oscillating
pressure leads oscillating mass flux,u, the ratio of specific
heats,g, and the thermal conduction loss in the regenerator,
Q6 k . The parameter with the largest effect on the temperature
difference ism6 0 , as shown in Fig. 5. As the magnitude of
mean mass flux decreases relative to the magnitude of the

FIG. 5. The dependence of the temperature ratio of the incoming gas and the
regenerator solid upon the mean to oscillating mass flux ratio and the ratio
of specific heats,g, for the conditions:p̂150.1, u50, andQ6 k50. Note that
the negative mean mass flux indicates gas flow toward the regenerator.
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acoustic mass flux,T̂H becomes fairly large. The functional
relationship between the temperature difference and the
mean mass flux is shown in Eq.~26!, where the temperature
difference is a function of the inverse of the mean mass flux.

This dependence on the mean mass flux can be ex-
plained by considering its effect on the discontinuity time,
t̂ d , given in Eq.~7!. A reduction inm6 0 increasest̂ d , thus
decreasing the fraction of the acoustic cycle during which the
fresh gas enters the regenerator. This effect is depicted in the
heat flux plot of Fig. 4~b!, where the time at which the dis-
continuity occurs form6 0520.1 is earlier than the disconti-
nuity time for m6 0520.05. As shown in the figure, the total
heat transferred to the gas during the second time period~the
area under the curve! is only slightly increased by the in-
creased limits of integration. The primary effect of decreas-
ing the mean mass flux and increasing the discontinuity time
is to decrease the time allotted for heat transfer from the
fresh gas to the regenerator solid. To compensate, the mean
temperature of the incoming gas must increase so that the net
heat input from the gas~the area under the curve for the third
time period! equals that of the heat output from the solid, as
expressed in the heat balance in Eq.~18!.

As Fig. 5 illustrates, the mean temperature difference
between the gas in the regenerator and the open duct is not
necessarily small, and can be much larger than the other
types of temperature differences noted in the thermoacous-
tics literature to date.6–11 This is primarily a result of the
mean flow’s role as the heat source, whereas other analyses
have only investigated temperature differences associated
with the use of heat exchangers. Temperature differences of
the magnitudes seen here can have a profound effect on the
efficiency of the engine, although Eq.~28! would suggest
that it may not necessarily be advantageous to minimize this
temperature difference, as it is directly linked to the acoustic
power output of the engine.

Figure 5 also describes the effect of the ratio of specific
heats,g, on the magnitude of the temperature difference as
expressed in Eq.~21!. These effects are the result of the
influence ofg on the isentropic relationship between tem-
perature and pressure outside the regenerator, as described by
Eq. ~10!. As Eq.~26! shows, the ratio of specific heats has a
smaller effect upon the temperature difference than the other
independent parameters, however, it is the only one of the
five independent parameters that depends upon the gas prop-
erties within the engine. As such, monatomic gases~g'1.67!
result in higher temperature differences than nonmonatomic
gases. For nonmonatomic gases the mean gas temperature
plays a small role, as gaseous combustion products (T
'2000 K), for whichg'1.33, will yield slightly lower tem-
perature differences according to Fig. 5, than will ambient-
temperature nonmonatomic gases, for whichg'1.4.

The dependence of the temperature difference upon the
acoustic phase lag,u, and the acoustic pressure magnitude,
p̂1 , is shown in Fig. 6. Consistent with the cosu dependence
predicted in Eq.~26!, the acoustic phase shift produces the
largest temperature differences nearu50, corresponding to
traveling wave acoustic phasing. This condition maximizes
the difference in a gas parcel’s temperature from exit to re-
turn to the regenerator, which increasesQ6 b , the heat flux

from the regenerator to the incoming gas, and requires that
Q6 c andT̂H increase correspondingly. The temperature differ-
ence decreases away fromu50, until no temperature differ-
ence exists for standing wave acoustic phasing atu56p/2.
Since the acoustic displacement, pressure, and temperature
are all in phase in a standing wave, a gas parcel will undergo
isentropic oscillations outside of the regenerator but will re-
turn to the regenerator at the same temperature and pressure
as when it left.11 The addition of mean flow introduces slight
phase differences between temperature and displacement
over the course of an acoustic cycle, but the resulting heat
fluxes cancel one another foru56p/2.

Figure 6 also shows the approximately linear relation-
ship between the acoustic pressure magnitude and the tem-
perature difference of Eq.~21!, with higher acoustic pres-
sures resulting in higher temperature differences. This
relationship is predicted by Eq.~26! and can be linked to the
Taylor series expansion in Eq.~24!, where the temperature of
the gas returning to the regenerator during the second part of
the acoustic cycle,T̂R,b , is shown to be approximately pro-
portional top̂1 for small values of the acoustic pressure mag-
nitude. Therefore, the total heat flux from the solid to the gas
during the second part of the acoustic cycle is proportional to
p̂1 , which is in turn approximately proportional to the tem-
perature difference required to maintain the heat balance.
Recognizing the link between the temperature difference and
the heat flux across the regenerator’s interface, the results in
Fig. 6 for both the pressure and phase angle are in qualitative
agreement with the results of Smith and Romm.6

Finally, Fig. 7 shows the combined effects of the con-
ductive loss term,Q6 k , and the mean mass flux on the tem-
perature difference. While the mean mass flux effect is the
same as that shown in Fig. 5, the addition of a conductive
heat loss increases the required temperature difference at the
regenerator’s interface. For a given mean mass flux, this de-
pendence is shown to be approximately linear, as predicted
by Eq. ~26! for the estimated temperature difference. This
behavior is best explained in conjunction with Eq.~18!,
which states that the total energy change in the regenerator
solid over the course of an acoustic cycle is equal to the heat
transfer from the gas to the solid during the third time period,
minus the heat transferred from the solid to the gas during

FIG. 6. The dependence of the temperature ratio of the incoming gas and the
regenerator solid upon the phase angle by which oscillating pressure leads
the oscillating mass flux,u, and the acoustic to mean pressure ratio,p̂1 , for
the conditions:m6 0520.05,g51.4, andQ6 k50.
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the second time period, minus the heat leaving the control
volume via thermal conduction. Therefore, for increasing
heat conduction losses, an increasing heat input from the
third time period is required~which is proportional to the
temperature difference!, in order to enforce the condition that
there be zero net energy change in the regenerator’s solid
from one acoustic cycle to the next. As such, minimizing the
conductive heat leak increases the portion of the thermal en-
ergy input available for conversion to acoustic energy.

V. CONCLUSIONS

The theoretical analysis developed in this study allows
the determination of the temperature difference that occurs at
the regenerator interface in open cycle traveling wave ther-
moacoustic engines, when mean flow replaces the hot heat
exchanger as a means for supplying heat to the engine. This
temperature difference is shown to be a function of five in-
dependent dimensionless parameters, and is well approxi-
mated by Eq.~26! above. With slight modifications, the the-
oretical framework developed in this study could also be
used to evaluate open cycle designs for traveling wave ther-
moacoustic refrigerators and heat pumps. The temperature
differences predicted by these analyses could significantly
affect the performance of these open cycle devices, and may
positively or negatively affect their feasibility as alternatives
to their closed cycle counterparts. Previous studies on ther-
moacoustic temperature differences typically associate them
with loss mechanisms, where minimizing them generally im-
proves the performance of the thermoacoustic device. This is

not found to be the case in the open cycle thermoacoustic
engine, however, since reducing the temperature difference
has the direct effect of reducing the acoustic power output of
the engine, according to Eq.~28!.

Predicting the existence of this temperature difference is
the first step in the evaluation of the feasibility of open cycle
traveling wave thermoacoustic devices, and suggests several
subsequent avenues of research. For instance, the losses that
result from the heat transferred across the potentially large
temperature difference could be analyzed and compared to
the losses in the hot heat exchanger of a closed cycle ther-
moacoustic engine. Also, the effects of this temperature dif-
ference on the theoretical efficiencies of open cycle devices
could be studied and compared to those of closed cycle de-
vices. Finally, given the potential for increasing the efficien-
cies of thermoacoustic devices by employing open cycle
configurations, these analyses need to be verified in the labo-
ratory to determine the accuracy of the assumptions and pre-
dictions that are made in these studies.
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This paper presents the derivation of the equations for nonaxisymmetric motion of prolate
spheroidal shells of constant thickness. The equations include the effect of distributed mechanical
surface forces and moments. The shell theory used in this derivation includes three displacements
and two thickness shear rotations. Thus, the effects of membrane, bending, shear deformation, and
rotatory inertia are included in this theory. The resulting five coupled partial differential equations
are self-adjoint and positive definite. The frequency-wave-number spectrum has five branches, two
acoustic and three optical branches representing flexural, extensional, torsional, and two thickness
shear. For the case of axisymmetric motion, these were computed for various spheroidal shell
eccentricities and thickness-to-length ratios for a large number of modes. The axisymmetric
dynamic response for damped shells of various eccentricities and thicknesses under point and ring
surface forces are presented. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1616925#
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I. INTRODUCTION

Prolate spheroidal shells~PSS! are shells of revolution
that can span a wide range of shapes, from spherical to
needle-like. They are essentially an ellipsoid of revolution
about its major axis and may have a constant thickness or a
variable thickness defined by two confocal ellipses. The el-
lipse is characterized by an interfocal length5d and
eccentricity51/a, ‘‘ a’’ being the radial coordinate of the
shell’s mid-surface in the prolate spheroidal coordinate sys-
tem. In the limitsd→0, a→`, and (da/2)→R, the ellipsoi-
dal surface approaches a spherical surface whose radius isR.

DiMaggio and Silbiger1 were the first to consider the
free extensional axisymmetric torsional vibrations of a PSS
of variable thickness. The equations of motion were based on
the Lagrangian of the shell using Hamilton’s variational prin-
ciple. The exact solution was found in terms of the angular
prolate spheroidal wave functionS0n(h). Silbiger and
DiMaggio2 developed the equations for axisymmetric
extensional-flexural vibration of PSS of a variable thickness.
Using Rayleigh–Ritz method, they obtained the resonance
frequencies and mode shapes, but the solution was limited to
low eccentricity of the shell (1/a50.7). Shiraishi and
DiMaggio3 obtained the solution for the same by use of per-
turbation techniques. The perturbation parameter was the ec-
centricity (1/a) and their perturbation series was extended to
O(1/a4). It should be noted that the zero order term of the
pertubation solution is the spherical shell resonances and
mode shapes. Again these frequencies were valid for low
eccentricity (1/a50.7). Nemergut and Brand4 developed the
extensional-flexural vibration of a constant-thickness shell

using a numerical integration scheme. DiMaggio and Rand5

obtained the solution of variable-thickness flexural-
extensional vibration by finite difference techniques. Rand6

obtained the exact solution for axisymmetric torsional vibra-
tion of solid prolate spheroids and prolate spheroidal shells
using the exact theory of elasticity.

Burroughs and Magrab7 were the first to include bending
and shear deformation in the shell equations using a varia-
tional approach in terms of shear, normal and moment result-
ants. They developed five coupled equations for nonaxisym-
metric motion for a shell with constant thickness. However,
they obtained solutions for only the axisymmetric vibration
of the nontorsional branches using Galerkin’s method, using
sinusoidal comparison functions. They showed that for axi-
symmetric vibrations, the resonance frequencies for the flex-
ural modes, increase with (h/R), while the longitudinal
modes are not influenced by the addition of bending or shear
deformations. There is a new branch representing thickness-
shear mode, which was shown to be inversely proportional to
(h/R). Chen and Ginsberg8 revisited the problem by focus-
ing on the loci of the eigenvalues of three PSS for the axi-
symmetric vibration, but they included extensional and bend-
ing terms only and they used a Ritz series formulation in
their solution, employing sinusoidal comparison functions.

The first attempt at examining the fluid loading effects
on the vibration of submerged PSS was made by Hayek and
DiMaggio.9,10 The complex natural frequencies of sub-
merged PSS using membrane strain energy only were found
for shells of variable thickness using perturbation techniques
on the strain energy density and the surface acoustic pres-
sure. Rand and DiMaggio11 examined the resonance frequen-
cies of extensional-flexural vibration of fluid-filled PSS. The
presence of a fluid inside the shell increases the number of
resonance frequencies because of the three-dimensionality of

a!Author to whom correspondence should be addressed; electronic mail:
sihesm@engr.psu.edu
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the cavity resonances of the interior of the PSS. Yen and
DiMaggio12 obtained the solution for the forced vibration of
submerged PSS due to axisymmetric time-harmonic surface
forces. They used numerical integration techniques after
transforming the infinite exterior acoustic medium domain to
a finite domain. Bedrosian and DiMaggio13 obtained the
transient solution of an axisymmetric extensional vibration
of a submerged PSS undergoing sudden application of a uni-
form surface source att50.

Berger14 was the first to include bending effects in the
problem of forced vibration of a submerged PSS of constant
thickness. He used a finite difference approach for the shell
equations and mapped the infinite region of the exterior
acoustic medium into a finite region. He presented the re-
sponse of the shell due to a normal transient loading. Lee and
DiMaggio15 obtained the response of a fluid-filled PSS as a
model of a human head. They included bending theory in
their model and obtained the response of the PSS due to
harmonic surface sources. Ross and Johns16 obtained the so-
lution for the axisymmetric vibration of free and submerged
~both sides! of a hemi-PSS and conducted experiments to
support their analytic predictions. Prikhod’ko17 obtained the
solution for a slender submerged PSS, but the solution is
valid for sufficiently slender shells in order to neglect the
fluid loading on the shell ends. Pauwelussen18 used FEM to
solve the problem of axisymmetric response of submerged
PSS due to a shock load. Chen and Ginsberg19 obtained the
acoustic radiation for PSS including bending effects due to
axisymmetric mechanical surface forces.

Acoustic scattering from PSS has not been treated as
well as vibration and acoustic radiation from PSS. Chertock
et al.20 obtained the flexural response of PSS due to an inci-
dent underwater explosion and tested their theory with ex-
periments on a parallelepiped box-shell. Silbiger21 studied
the scattering from PSS due to an incident time-harmonic
plane wave by approximating the response due to one reso-
nant mode. Jones-Oliveira22,23 obtained the transient scatter-
ing from an axially incident plane wave, i.e., axisymmetric
response, from a PSS that includes extensional and bending
effects using expansions in terms of Legendre polynomials.
In addition, the first eight resonant frequencies for the flex-
ural and extensional branches of two different PSS were de-
termined.

II. EQUATIONS OF MOTION OF PROLATE
SPHEROIDAL SHELLS

In this paper, we have employed the prolate spheroidal
coordinate system found in Flammer.24 Basically, these coor-
dinates represent ellipsoidal or hyperboloidal surfaces@see
Fig. 1~a!#. The coordinate system transformation from Car-
tesian coordinates are given by:

x5
d

2
@~12h2!~j221!#1/2cosf, 21<h<1,

y5
d

2
@~12h2!~j221!#1/2sinf, 1<j<`,

z5
d

2
hj, 0<f<2p,

whered represents the interfocal distance of the generating
ellipse.

It should be noted that in the limitj→`, d→0, the
prolate spheroidal coordinates reduce to spherical coordi-
nates, i.e.,dj/2→r , h→cosu, asd→0 andj→`.

The theory of thin curvilinear shells depends on assump-
tions made in the theory of elastic media. Specifically, it is
assumed that the shell is thin, and deformations are small.
The theories of thin shells are developed in many books and
special higher order theories are given in research reports
and archival papers. Of the former, there are complete treat-
ments of this subject in Refs. 25 and 26.

In this study, the equations of motion of the vibration of
shells are derived from the Lagrangian,L using Hamilton’s
variational principle:

L52U1K1X, ~2.1!

FIG. 1. ~a! Prolate spheroidal coordinate system.~b! Prolate spheroidal shell
geometry.
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where U is the strain energy of the shell,K is the kinetic
energy of the shell, andX is the potential for the work done
by distributed external surface forces. The potential and ki-
netic energy densities were derived using kinematic variables
defined by Kraus.25 These were then integrated over the sur-
face of the spheroidal shell in terms of a Taylor series in the
thickness. For a consistent theory of thin shells, only terms
of orderh andh3 were retained and higher order terms were
neglected throughout. It should be noted that Kraus25 applies
variational methods on the strain energy density in terms of
force and moment resultants. This could lead to non-self-
adjoint and non-positive-definite system of partial differen-
tial equations~PDE!. The use of variational methods on the
Lagrangian in terms of the normal and shear strains, changes
in curvatures, and thickness shear angles instead of the force
and moment resultants guarantees that the resulting PDE are
self-adjoint and positive-definite, resulting in an elastic im-
pedance matrix that is symmetric.

Consider a prolate spheroidal shell of constant thickness,
h, whose midsurface is defined byj5a.1 and interfocal
distance,d, as shown in Fig. 1~b!. The mid-surface of the
shell has a half-length,l 5da/2, and a maximum radius,R
5dAa221/2, so that the ratio of maximum diameter/length
is Aa221/a, and the eccentricity ise51/a.

The displacement field can be written as:

U~z,h,f!5u~h,f!1zbh~h,f!,

V~z,h,f!5v~h,f!1zbf~h,f!, ~2.2!

W~h,f!5w~h,f!,

whereU andV are the displacements in the tangential direc-
tion along theh andf directions, andW is the displacement
normal to the midsurface of the shell. Here, the independent
variablesu, v, andw are the displacements of a point on the
midsurface of the shell andbh and bf are the rotations of
the normal to the midsurface. To nondimensionalize the in-
dependent displacement variables let

ū5u/ l , v̄5v/ l , w̄5w/ l .

Using variational methods on the Lagrangian, Hayek
and Boisvert27 derived the five coupled self-adjoint PDE on
the five dynamic variables that can be symbolically written
as

Luuū1Luvv̄1Luww̄1Lubh
bh1Lubf

bf

5
l 2

cp
2 H S 11e

a4

C2D AAC

a2
uJ 1e~11D2!b̈hJ

2
12n2

Eh
l
AAC

a2
qu , ~2.3!

Lvuū1Lvvv̄1Lvww̄1Lvbh
bh1Lvbf

bf

5
l 2

cp
2 H S 11e

a4

C2D AAC

a2
vJ 1e~11D2!b̈wJ

2
12n2

Eh
l
AAC

a2
qv , ~2.4!

Lwuū1Lwvv̄1Lwww̄1Lwbh
bh1Lwbf

bf

5
l 2

cp
2

AAC

a2 S 11e
a4

C2D wJ 2
12n2

Eh
l
AAC

a2
qw , ~2.5!

Lbhuū1Lbhvv̄1Lbhww̄1Lbhbh
bh1Lbhbf

bf

5
l 2

cp
2

eH AAC

a2
b̈h1~11D2!uJ J 2

12n2

Eh

AAC

a2
mbh

,

~2.6!

Lbfuū1Lbfvv̄1Lbfww̄1Lbfbh
bh1Lbfbf

bf

5
l 2

cp
2

eH AAC

a2
b̈w1~11D2!vJ J 2

12n2

Eh

AAC

a2
mbw

,

~2.7!

where cp
25E/rs(12n2) is the square of the extensional

plate velocity,E is Young’s modulus,rs is the shell density,
n denotes Poisson’s ratio,e5h2/12l 2 is the bending coeffi-
cient,A5a221,

B512h2, C5a22h2, D5
Aa221

Aa22h2
,

~2.8!

F5
12n

2
, g53/7, k5p2/12,

and ~•! indicates partial differentiation with time. In Eqs.
~2.3!–~2.7!, qu , qv , andqw are the distributed surface forces
alongu, v, andw, andmbh

andmbf
are distributed surface

moments. The expressions for the operatorsL are given in
the Appendix.

III. GALERKIN EXPANSION FOR NONAXISYMMETRIC
VIBRATION

Since there is no closed-form orthogonal set of eigen-
functions for the PSS, one must use a set of nonorthogonal
basis functions that satisfy the boundary conditions. How-
ever, the modal decomposition in the circumferential coordi-
nate is exact.

The nondimensional displacement field can thus be ex-
panded in terms of basis functions satisfying continuity con-
ditions at the apexes of the closed spheroidal shell, i.e.,

ū~61,f!50, v̄~61,f!50, w̄~61,f! bounded,

bh~61,f!50, and bf~61,f!50.

For the general case of nonaxisymmetric vibration, circular
functions in the circumferential coordinatef and associated
Legendre functions in the angular coordinateh were chosen
as the basis functions, since they are the ones used for the
limiting case of a spherical shell. The displacement field is
expressed in terms of appropriate basis functions that satisfy
the continuity conditions as follows:
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ū5 (
m50

`

(
n5m11

`

UmnPn
m11~h!cosmf,

v̄5 (
m50

`

(
n5m11

`

VmnPn
m11~h!sinmf,

w̄5 (
m50

`

(
n5m

`

WmnPn
m~h!cosmf, ~3.1!

bh5 (
m50

`

(
n5m11

`

DmnPn
m11~h!cosmf,

bf5 (
m50

`

(
n5m11

`

EmnPn
m11~h!sinmf.

A harmonic time dependenceeivt will be assumed
throughout this paper. One must truncate the series in~3.1!
so thatN nontrivial basis functions are used in each series.
Substituting the expansion in~3.1! into Eqs.~2.3!–~2.7!, one
would obtain five coupled ordinary differential equations for
the mth modal components. Each equation is an infinite se-
ries in terms of the basis functions. Multiplying the first and
fourth equations byPk

m11(h)cosmf, the second and fifth
equations by Pk

m11(h)sinmf, and the third by
Pk

m(h)cosmf, k5m,m11,..., and integrating overh from
21 to 11, and integrating overf from 0 to 2p, one obtains
5N35N algebraic equations on the 5N displacement coeffi-
cients. These equations take the form

(
n5m11

N1m11

$p1~m,k,n!Umn1q1~m,k,n!Vmn1r 1~m,k,n!Wmn1s1~m,k,n!Dmn1t1~m,k,n!Emn1V2xp1~m,k,n!Umn

1V2xs1~m,k,n!Dmn%52
~12n2!l

2pEha2
emE

21

11E
0

2p

qu~h,w!AACPk
m11~h!cos~mw!dw dh, ~3.2!

(
n5m11

N1m11

$p2~m,k,n!Umn1q2~m,k,n!Vmn1r 2~m,k,n!Wmn1s2~m,k,n!Dmn1t2~m,k,n!Emn1V2xq2~m,k,n!Vmn

1V2xt2~m,k,n!Emn%52
~12n2!l

2pEha2
emE

21

11E
0

2p

qv~h,w!AACPk
m11~h!sin~mw!dw dh, ~3.3!

(
n5m

N1m

$p3~m,k,n!Umn1q3~m,k,n!Vmn1r 3~m,k,n!Wmn1s3~m,k,n!Dmn1t3~m,k,n!Emn1V2xr3~m,k,n!Wmn%

52
~12n2!l

2pEha2
emE

21

11E
0

2p

qw~h,w!AACPk
m~h!cos~mw!dw dh, ~3.4!

(
n5m11

N1m11

$p4~m,k,n!Umn1q4~m,k,n!Vmn1r 4~m,k,n!Wmn1s4~m,k,n!Dmn1t4~m,k,n!Emn1V2xp4~m,k,n!Umn

1V2xs4~m,k,n!Dmn%52
~12n2!l

2pEha2
emE

21

11E
0

2p

mbh
~h,w!AACPk

m11~h!cos~mw!dw dh, ~3.5!

(
n5m11

N1m11

$p5~m,k,n!Umn1q5~m,k,n!Vmn1r 5~m,k,n!Wmn1s5~m,k,n!Dmn1t5~m,k,n!Emn1V2xq5~m,k,n!Vmn

1V2xt5~m,k,n!Emn%52
~12n2!l

2pEha2
emE

21

11E
0

2p

mbw
~h,w!AACPk

m11~h!sin~mw!dw dh. ~3.6!

The nondimensional frequency parameter is defined byV
5v l /cp . The coefficientsp, q, r, s, t are the elastic compo-
nents of these equations, and the coefficientsxp, xq, xr, xs,
xt are the inertial terms.28

IV. NUMERICAL RESULTS—AXISYMMETRIC
VIBRATION

For axisymmetric motion of PSS,]/]f50, then the five
coupled PDE’s~2.3!–~2.7!, ~3.2!–~3.6! and in the Appendix
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decouple into three coupled equations onu, w, andbh and
two coupled equations onv andbf . It can be seen that the
expressions in~A2!, ~A5! in the first equation,~A12! and
~A15! in the third equation and~A17! and~A20! in the fourth
equation vanish, rendering the first, third and fourth equa-
tions dependent onu, w, andbh exclusively.

Furthermore, for axisymmetric motion, expressions in
~A6!, ~A8!, and ~A9! in the second equation,~A21!, ~A23!,
and ~A24! in the fifth equation vanish. This means that the
second and fifth equations are exclusively dependent onv
andbf . This will cause a decoupling of the 5N35N alge-
braic equations into a 3N33N nontorsional system onU0n ,
W0n , andD0n , and a 2N32N torsional system onV0n and
E0n .

The resonance frequencies are computed for various val-
ues of ‘‘a’’ and various thickness to half-length ratios (h/ l ).
These were obtained using a root search method on the 3N
33N determinant for nontorsional vibration, and on the
2N32N determinant for torsional vibration. The numerical
results are plotted in the form of frequency spectra,V vs n.
To determine convergence of the resonance frequencies, the
roots were calculated usingN520, 40, 80, 160, and 320
basis function sets. For this study, adequate convergence was
found usingN580 basis functions, with a frequency resolu-
tion of 0.001.

A. Comparison with previous studies

To assess the accuracy of the numerical results of this
study, one compares first the results of this study of a sphe-
roidal shell witha5100 ~i.e., length/diameter51.000 05! to
the results for a spherical shell of Wilkinson29 and Hayek.30

Wilkinson’s work included membrane, bending and thick-
ness shear based on Naghdi’s theory of thin shells based on
Newtonian formulation of the stress resultants. However, the
rotatory inertias for the thickness shear included termsh3

and h5, inconsistent with the rest of his terms, which were
limited to h andh3. He also used a shear modulus correction
factork55/6 instead of the more accurate Mindlin correction
of k5p2/12. Hayek’s30 work includes only membrane and
bending terms and uses Lagrangian approach on the strain
energy density in terms of kinematical variables. Comparison
of the numerical results of this study with Wilkinson’s and
Hayek’s exact values forh/ l 50.1 andn50.3 is shown in
Table I. Examination of the first eight nondimensional fre-
quencies for the flexural, extensional, and torsional branches
with Wilkinson’s are accurate to within 0.05%. Comparisons
with Hayek’s results show differences from 0% to 4% for the
first six resonances of the flexural branch. This branch is the
most influenced by bending, rotatory inertia, and thickness
shear. Comparison of the first eight resonances of the exten-

TABLE I. Comparison of the first eight frequencies of the five branches for a spherical shell.

n

Nontorsional Torsional

Flexural Extensional Non-tor. th. sh. Torsional Tors. th. sh.

a b c a b c a b a b a b

0 None None None 1.612 1.611 1.612 18.707 18.746 None None 18.656 18.746
1 1023 431027 0.0 1.970 1.969 1.976 18.846 18.815 1023 0.00 18.694 18.764
2 0.708 0.708 0.708 2.711 2.711 2.726 19.050 18.953 1.181 1.181 18.751 18.802
3 0.871 0.870 0.873 3.620 3.619 3.641 19.318 19.157 1.867 1.867 18.826 18.858
4 1.003 1.003 1.014 4.577 4.576 4.605 19.643 19.423 2.505 2.505 18.920 18.933
5 1.173 1.173 1.202 5.551 5.551 5.587 20.023 19.748 3.124 3.124 19.031 19.026
6 1.400 1.400 1.462 6.534 6.533 6.576 20.453 20.127 3.734 3.734 19.161 19.137
7 1.682 1.682 1.798 7.520 7.519 7.569 20.927 20.555 4.339 4.338 19.308 19.266
8 2.013 2.014 2.208 8.508 8.507 8.565 21.443 21.028 4.940 4.939 19.472 19.412

aPresent study, spheroidal shella5100, l /R51.000 05,h/ l 50.1.
bResults from Wilkinson, Ref. 29 for spherical shell,h/R50.1.
cResults from Hayek, Ref. 30 for spherical shell,h/R50.1, without shear deformation.

TABLE II. Comparison of the first eight frequencies of the flexural, extensional, and nontorsional thickness
shear branches for a spheroidal shell,a51.4142,h/ l 50.035 36.

n

Flexural Extensional Non-tors. th. sh.

a b a b a b

0 None None 1.979 2.828 52.612 53.5
1 0.001 0.000 2.647 3.125 52.684 53.6
2 1.043 1.032 3.423 3.380 52.786 53.9
3 1.289 1.287 4.358 4.313 52.920 54.0
4 1.386 1.386 5.410 5.346 53.086 54.3
5 1.473 1.485 6.518 6.435 53.282 54.6
6 1.567 1.598 7.650 7.552 53.509 55.0
7 1.672 1.725 8.793 8.683 53.767 55.3

aPresent study.
bBurroughs and Magrab, Ref. 7,V5aV (Ref. 7) , h/ l 5(h/a)(Ref. 7) /a.

2803J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 S. I. Hayek and J. E. Boisvert: Vibration of prolate spheroidal shells



sional branch shows differences of 0% to 0.7% indicating
that the extensional branch is not sensitive to thickness shear
deformation. In fact, Hayek30 pointed out that it also is not
sensitive to the bending terms for the first 20 modes. Com-
parisons of the nontorsional and torsional thickness shear
frequencies show differences of 0.01–1.9 %. This difference
is due to the addition of the thickness shear rotatory inertia
terms of orderh5 in Wilkinson’s equations.

Numerical results of this study are compared to those of
Burroughs and Magrab7 for the shape parametera51.4142
for h/ l 50.035 36 in Table II and forh/ l 50.003 536 in Table
III, for n50.3. It should be noted thatV5aV (Ref. 7) and
h/ l 5(h/a)(Ref. 7)/a. Numerical results in Ref. 7 are given
for nontorsional branches usingN515 comparison functions
that are based on sinusoidal functions. Comparison of the
resonances of the flexural branches shows excellent agree-
ment. Except for poor agreement in the first two modes of
the extensional branch (n50 and 1!, the agreement with the
remaining six resonances is excellent. Comparison of the
resonances of the thickness shear branch show differences of
up to 3% due to the smaller number of comparison functions
used~15 vs 80 in this study!.

In order to track down the differences for first two
modes of the extensional branch, comparison is made of the
results of this study with two other studies by Chen and
Ginsberg8 and Jones-Oliviera23 in Table IV for a51.4142,
h/ l 50.027 45, andn50.3. These studies involved a theory

of shells that included membrane and bending terms only.
One can see that the frequencies of the extensional branch
have excellent agreement for the first six modes, as is the
case for the extensional branch for spherical shells in Table I
for Wilkinson’s29 and Hayek’s30 results.

Further comparison of our results with those of
Jones-Oliviera22 and Chen and Ginsberg8 is shown in Table
V for a long shell with a51.005, h/ l 50.000 6744, and
n50.3. There is an excellent agreement with Chen and Gins-
berg in the low frequency range for the first six modes, due
to the higher number of comparison functions used in their
work (N530) vs those of Jones–Oliviera (N58).

B. Frequency spectra

For each spheroidal shell, represented by the geometric
spheroidal shape parameter ‘‘a’’ and the thickness to half-
length ratioh/ l , the frequency spectrum has five branches;
three nontorsional branches being the flexural, the exten-
sional, and the nontorsional thickness shear, and two tor-
sional branches being the torsional and the torsional thick-
ness shear. The flexural and torsional branches are acoustic
branches, in that the starting point of the branch isV50 and
n50. For the flexural branch however, then50 mode does
not exist, hence the first resonance isV50 at n51. The
extensional and thickness shear branches are optical
branches in that then50 mode has a nonzero frequency,

TABLE III. Comparison of the first eight frequencies of the flexural, extensional, and nontorsional thickness
shear branches for a spheroidal shell,a51.4142,h/ l 50.003 536.

n

Flexural Extensional Non-tors. th. sh.

a b a b a b

0 None None 1.979 2.86 525.625 529
1 0.001 0.000 2.648 3.01 525.632 529
2 1.043 1.032 3.425 3.38 525.643 529
3 1.278 1.273 4.362 4.31 525.656 529
4 1.336 1.343 5.415 5.35 525.673 529
5 1.358 1.358 6.524 6.45 525.692 529
6 1.376 1.414 7.657 7.55 525.716 529
7 1.395 1.457 8.801 8.68 525.742 529

aPresent study.
bBurroughs and Magrab, Ref. 7,V5aV (Ref. 7) , h/ l 5(h/a)(Ref. 7) /a.

TABLE IV. Comparison of the first nine frequencies of the flexural and extensional branches for a spheroidal
shell,a51.4142,h/ l 50.027 45.

n

Flexural Extensional

a b c a b c

0 None None None 1.979 1.979 1.979
1 0.001 0.001 – 2.648 2.646 2.648
2 1.043 1.042 1.043 3.424 3.423 3.425
3 1.285 1.285 1.285 4.360 4.359 4.362
4 1.372 1.374 1.373 5.412 5.413 5.416
5 1.445 1.468 1.447 6.520 6.524 6.525
6 1.522 1.550 1.526 7.652 7.660 7.658
7 1.606 1.736 1.612 8.796 9.093 8.803
8 1.697 1.835 1.705 9.946 10.313 9.954

aPresent study with shear deformation and rotatory inertia (N580).
bJones-Oliviera, Ref. 23, without shear deformation,V5V (Ref. 23)/A13 (N58).
cChen and Ginsberg, Ref. 8, without shear deformation,V5a/Aa221Al (Ref. 8) (N530).
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referred to as the cutoff frequency. The extensional branch
has a cutoff frequency that is independent of thickness. The
two thickness-shear branches have nearly equal cutoff fre-
quencies that are inversely proportional to the thickness. The
slope of the branches of the frequency spectrum in the high
frequency/high wave-number region represents the group ve-
locity cg . Since the frequency spectra are plotted in terms of
the nondimensional frequencyV vs mode numbern, the
group velocity depends on the specific geometry of the shell.
The chord length of the shell along its major axis is given by
2l @E(1/a)# whereE(1/a) is the complete Elliptic function.
For high mode numbersn, the structural wavelength is given
by ln'4l @E(1/a)#/n and the wave numberkn is 2p/ln .
The group velocity in the high frequency rangecg5]v/]k
'v/k, so thatcg /cp'2E(1/a)V/pn, which depends on the
geometry of the shell. Thus, the slope in the frequency spec-
tra V vs n can be written in terms of the group velocity, i.e.,
V/n5@1.57/E(1/a)#cg /cp .

For n50.3, one can normalize the group velocitycg to
the shear velocitycs , i.e., cs /cp50.59, wherecs

25G/rs ,
with G denoting the shear modulus. Thus, the various
branches have high-frequency slopesV/n5@0.93/
E(1/a)#cg /cs . The flexural branch’s group velocity ap-
proaches the Rayleigh wave velocity, which, for Poisson’s
ratio of n50.3 iscR50.923cs , as shown by Mindlin.31 Thus,
the flexural branch has a group velocitycg50.923cs . The
torsional and torsional thickness-shear branches have a group
velocity that approaches the shear velocity, so that their
group velocity iscg5cs . The extensional and non-torsional
thickness shear group velocity approach the plate velocity
cg5cp .

Frequency spectra were computed forn50.3, a510,
3.162, 1.4142, 1.3, 1.2, 1.1, 1.05, and 1.01 withh/ l 50.1,
0.05, and 0.005. Numerical results were computed over a
frequency rangeV50 to 45.0 with a step size of 0.001. The
shell with a510 is nearly spherical (l /R51.005) and the
shell with a51.01 has a slender shape withl /R57.1. Of
these, numerical results are presented fora510, 1.4142,
1.05, and 1.01.

The frequency spectrum for a nearly spherical shell with
a510 andh/ l 50.1, is shown in Fig. 2. These results are
very close to the results of Wilkinson’s29 for a spherical shell
with h/R50.1. It can be seen thatcg'cs for the torsional

and the torsional thickness shear branches, andcg'cp for
the extensional and the nontorsional thickness shear
branches. The flexural branch has a lowercg'cR as pre-
dicted by the formulation above. The cutoff frequencies for
the torsional thickness shear branches are nearly identical
and that for the extensional branch depends on the thickness
and shape parametersh/ l and ‘‘a,’’ respectively.

The frequency spectra for a spheroidal shell with shape
parametera51.414 andh/ l 50.1 and 0.005 are shown in
Figs. 3 and 4, respectively. This shape is commonly used as
a basis for numerical comparisons by many authors. Since
the shape is nearly spherical (l /R52 vs l /R51 for a spheri-
cal shell!, one would expect the results to be similar to a
spherical shell, see Figs. 2 and 3. One can see that the group
velocities match the predicted ones for both figures. Since
the thickness shear modes have a cutoff frequency around
V5371, these are not shown in Fig. 4. The torsional and
extensional branches are almost the same for both thick-
nesses, since they are insensitive to the thickness. However,
the flexural branch for the thin shell,h/ l 50.005 is domi-
nated by the membrane component of the energy, so that it is

FIG. 2. Frequency spectrum for nearly spherical shell,a510 and h/ l
50.1.

FIG. 3. Frequency spectrum for a spheroidal shell,a51.4142,h/ l 50.1.

TABLE V. Comparison of the first six frequencies of the flexural branch for
a very long spheroidal shell,a51.005 andh/ l 50.000 6744.

Mode
number a b c

1 0.002 0.170 0.757
2 1.783 1.798 2.143
3 3.275 3.288 3.600
4 4.725 4.734 4.979
5 6.124 6.134 6.507
6 7.428 7.435 7.894

aPresent study with shear deformation (N580).
bChen and Ginsberg, Ref. 8, without shear deformation,V
5a/Aa221Al (Ref. 8) (N530).

cJones-Oliviera, Ref. 22, without shear deformation,V5V (Ref. 22)/A13 (N
58).
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almost flat forn52 to n530, then the bending component
takes over, which is sensitive to the thickness. This is seen to
exist for h/ l 50.1 only forn52 to 6.

The frequency spectra fora51.01 andh/ l 50.1 and
0.005 are shown in Figs. 5 and 6, respectively. For the
thicker shell,h/ l 50.1, the flexural and extensional branches
deviate from the spherical (a510) or nearly spherical (a
51.414) results. The cutoff frequency of the extensional
branch has increased, and the extensional branch is disper-
sive for modes up ton520. The flexural branch is also dis-
persive up ton540. Since the (a51.01) shell is an elon-
gated spheroid, it starts to approach the shape of a cylinder.
The flexural branch starts to resemble the axisymmetric flex-
ural branch of a cylindrical shell, as shown in Vogelsong.32

The flexural branch for the thin shellh/ l 50.005 again ex-
hibits the membrane effect forn56 to 40. Both shells have
approximately the same torsional branches and extensional
cutoff frequencies. However, the extensional branches for
both shells are different for an elongated shell.

To investigate the influence of the shape~or elongation
factor! ‘‘ a’’ on the flexural branch, results fora51.01, 1.05,

1.414, and 10 are shown in Fig. 7 forh/ l 50.1 and in Fig. 8
for h/ l 50.005. It can be seen that the frequencies increase
monotonically with decreasing ‘‘a,’’ but all of them have a
group velocity that approach the predicted values earlier. In
addition, for the thin shell withh/ l 50.005 in Fig. 8, all the
shells have predominant membrane effects in the flexural
branch.

To investigate the influence of the thickness on the flex-
ural branch, plots are shown forh/ l 50.1, 0.05 and 0.005 for
a51.414 in Fig. 9 and fora51.01 in Fig. 10. In general, the
frequencies increase monotonically with the thickness pa-
rameter, but with a significant dominance of the membrane
component for as many as 30 modes.

The resonance density is defined as the number of
modes per unit frequency and is denoted byn(v)5]n/]v,
wheren is the mode number. The normalized resonance den-
sity, ]n/]V, is shown in Fig. 11 fora510, 1.414, and 1.01,
andh/ l 50.005, 0.05, and 0.01. To reduce the clutter of over-
lapping data, some data above a certain frequency were re-
moved. It can be seen that the resonance density peaks at the
extensional cutoff frequency for each shape parameter ‘‘a,’’

FIG. 4. Frequency spectrum for a spheroidal shell,a51.4142,h/ l 50.005.

FIG. 5. Frequency spectrum for a long spheroidal shell,a51.01, h/ l
50.1.

FIG. 6. Frequency spectrum for a long spheroidal shell,a51.01, h/ l
50.005.

FIG. 7. Flexural branch spectrum versus shape factora, h/ l 50.1.
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with the peak inversely proportional to the thickness. Thus,
for a510, the peak occurs atV51.62, fora51.414 it occurs
at V51.99, and fora51.01 atV57.41. For higher frequen-
cies, the resonance density becomes a constant and is pro-
portional to 1/cR .

C. Dynamic response

The dynamic response of spheroidal shells under axi-
symmetric surface forces can be obtained from the solution
of the nonhomogeneous Eqs.~2.3!–~2.7!. For the response
due to an axisymmetric uniform normal ring load ath
5h0 , let

qu5qv5mbh5mbf50

and

qw5
d~h2h0!a2

2p l 2Aa221Aa22h0
2

,

whered is the Dirac delta function. Whenh051.0, the ring
load becomes a unit point force applied at the apex of the
spheroidal shell.

Substituting the normal force ofqw in Eq. ~2.5!, and the
comparison functions~3.1!, results in 5N35N algebraic
equations of the type

@Z#@Y#5@ f#,

whereZ represents the 5N35N dynamic matrix of the shell,
Y is the 5N displacement amplitude vector andf denotes the
forcing vector, where the components off are given by

f n
05

~12n2!Pk~h0!

2pEhl
,

k50, n51, k51,2,3..., n55k21

50 otherwise.

Computations were made for driving ring/point mobility
and transfer mobilities, with a constant structural damping
introduced by using a complex Young’s modulus,E* 5E(1
1 i h̄), with the damping coefficients beingh̄50.01, for
n50.3. Computations were made fora510 and 1.01, with
either a point load at the apexh051 or uniformly distributed
ring load located ath0 . Three points were picked for the

FIG. 8. Flexural branch spectrum versus shape factora, h/ l 50.005.

FIG. 9. Flexural branch spectrum versus thickness ratioh/ l , a51.4142.

FIG. 10. Flexural branch spectrum versus thickness ratioh/ l , a51.01.

FIG. 11. Resonance density versus frequency for flexural branch.
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driving point or transfer mobilities ath or h050, 0.5, and 1.
In order to obtain normalized results, the normal load is nor-
malized byEl2/(12n2) and the normalized shell velocity is
given byVw̄, so that the mobility is plotted in dB.

The driving point mobility for two shells, with thick-
nessesh/ l 50.1 and 0.005 for a nearly spherical shell,a
510.0, is shown in Fig. 12 and for a long spheroidal shell,
a51.01, in Fig. 13. In both cases, it can be seen that the thin
shell (h/ l 50.005) has a higher mean-line mobility than the
thicker shell (h/ l 50.1). This is consistent in that the thinner
shell is less elastically stiff. The very high frequency asymp-
tote of the mean line of the driving point mobility should
approach that of an infinite elastic plate of the same thick-
ness. However in the mid-to-high frequency range, the mean
line at the drive point for a shell is highly influenced by the
geometric mean of the radii of curvatures. For a shell to
behave like a plate of the same thickness, the ratio of flexural
wavelength to the local radius of curvature at the drive point
should be!1. For example, using a value of 0.01 for the
ratio, the frequency must exceedV.350 for the (a510)
shell, andV.1700 for the (a51.01) shell, well beyond the

computed range in this study. An equivalent thickness plate
has a normalized~constant! mobility given byA3/(4(h/ l )2),
which gives a value of 33 dB forh/ l 50.1, and 85 dB for
h/ l 50.005. To compare with the plate mobility, the mobility
in the low frequency range in Figs. 12 and 13 show that the
shell mean lines are 77–85 dB forh/ l 50.005, and 42–46
dB for h/ l 50.1.

To examine the influence of the location of the drive
point on the driving point mobility, two drive rings ath0

50 and 0.5 and a driving point ath051.0 are shown in Fig.
14 for a nearly spherical shell (a510) and in Fig. 15 for a
long spheroidal shell (a51.01), with h/ l 50.05 in both
cases. In general, the mean lines of the driving ring mobility
for h050 and 0.5 are close, as the radii of curvatures at
these points are approximately the same. The driving point
mobility at h051.0 is higher than the two ring mobilities,
partly due to the fact that the ring load is nearly a self-
equilibrating surface load while the point load is not, so that
the net total mechanical force of a point force on the shell is
much higher than an equivalent uniformly distributed ring

FIG. 12. Driving point mobility versus frequency for a point force ath0

51 for a damped, nearly spherical shell,a510.

FIG. 13. Driving point mobility versus frequency for a point force ath0

51 for a damped long spheroidal shell,a51.01.

FIG. 14. Driving ring and point mobilities versus frequency for drive points
h050, 0.5, and 1.0 for a damped nearly spherical shell,a510, h/ l 50.05.

FIG. 15. Driving ring and point mobilities versus frequency for drive points
h050, 0.5, and 1.0 for a damped long spheroidal shell,a51.01, h/ l
50.05.
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load. It is noted that the mean line of the mobility for the
long spheroidal shell (a51.01) is lower than the nearly
spherical shell (a510.0) in the frequency range below
V510. However, plotting the mobility for both shell param-
eters to a range ofV540 ~not shown in this paper! shows
that the two mean-lines approach the same limit, the limit
being influenced by the thickness of the shell (h/ l 50.05) in
the high frequency range.

To investigate the influence of the drive point on the
transfer mobility, the transfer mobility ath50 and 0.5 as
well as the driving point mobility are shown in Fig. 16 for a
point load ath051.0, for a long spheroidal shell witha
51.01 andh/ l 50.05. In the higher frequency range of Fig.
16, the mean-line response ath50 ~equator! is approxi-
mately 5 dB below the corresponding response ath50.5
~midpoint between the equator and the apex!; and they are
about 20–25 dB below the mean line of the driving point
mobility.

V. SUMMARY AND CONCLUSIONS

The self-adjoint PDE for the vibration of a prolate sphe-
roidal shell with extensional, bending, thickness shear and
rotatory inertias were derived. These were used to compute
the frequency spectra for various shell geometries in terms of
the shape factor ‘‘a’’ and thickness-to-half-length ratios. The
frequency spectrum consists of five branches: flexural, tor-
sional, extensional, torsional thickness shear, and nontor-
sional thickness shear. Each branch of the frequency spec-
trum was shown to have the proper high frequency
asymptote, i.e., the group velocity. The resonance density of
the flexural branches was computed for all the shells being
discussed. The effect of shell thicknessh/ l and shape param-
eter ‘‘a’’ on the flexural branch was presented in the form of
comparative plots.

The dynamic response of the spheroidal shells due to
ring and point forces were presented for various shell thick-
nessesh/ l and shape parameters ‘‘a.’’ The driving and trans-
fer ring/point mobilities were computed and presented for a
structural damping of 0.01.

In general, the frequencies of the flexural branch are
lower than those of the torsional branch, both being acoustic
branches. The flexural branch has a group velocity close to
the Rayleigh velocity, while the torsional branch has one
close to the shear velocity. The extensional branch is an op-
tical branch with a cutoff frequency almost independent of
the thickness of the shell, but highly dependent on the shape
factor ‘‘a.’’ It has a group velocity of that of the plate veloc-
ity. The nontorsional and torsional thickness shear branches
are optical branches with almost equal cutoff frequencies.
The former has a group velocity of plate and the latter that of
the shear velocity. The cutoff frequency is inversely propor-
tional to the thickness of the shell.

In general, the flexural branch’s frequencies increase
monotonically with thickness and with the shape parameter
‘‘ a’’ denoting longer spheroidal shells. The resonance density
of the flexural branches show that for every shape parameter
‘‘ a,’’ the resonance density has a peak at the cutoff frequency
of that shell geometry, and is inversely proportional to the
thickness of the shell.
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The effectiveness of introducing flexible structural layers into air conveying ducts for controlling
noise is investigated through theoretical and experimental means, focusing at low frequencies where
conventional passive silencing technology is least effective. Previous theoretical work has shown
that using flexible rather than rigid walls has the potential to achieve high transmission losses. The
physical mechanisms responsible for structural acoustic silencing, including the relation between
transmission loss peaks and structural resonance corresponding to different transverse structural
modes, are presented. Sensitivity of the performance to acoustic and structural boundary conditions
is discussed. To eliminate radiated noise from these walls~breakout noise!, a rigid walled cavity is
introduced under the flexible plate. The challenge is to find means to reject plane waves in the
two-duct system. Designs that overcome these issues and achieve appreciable transmission loss are
investigated. Results based on three-dimensional finite element simulations are compared with
experimental results. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1616926#
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I. INTRODUCTION

Noise control can be achieved by passive or active
means. In this paper, experimental and theoretical methods
will be used to investigate the use of a passive device, a
structural acoustic silencer, to obtain low-frequency trans-
mission loss. Passive noise control includes reactive devices
~e.g., quarter-wavelength resonators, Helmholtz resonators,
side branches! and dissipative devices~e.g., porous materials
like foam! ~Munjal, 1987; Pierce, 1989!. Current passive ap-
proaches do not achieve broadband transmission loss at low
frequencies. Active control provides another effective means
to obtain low-frequency noise control: active sources are in-
troduced and controlled by noise control algorithms~see,
e.g., Nelson and Elliott, 1992!. However, for the same noise
control performance, it is preferable to use a passive noise
control device as it provides a lower cost alternative that is,
in most cases, easier to install and maintain.

A structural acoustic silencer consists of a flexible layer
inserted into nominally rigid piping. Transmission loss is
achieved by two mechanisms—reflection of energy due to an
impedance mismatch, and coupling of the incoming acoustic
fluctuations to structural vibrations thereby allowing for the
extraction of energy through losses in the structure. Applica-
tions for structural acoustic silencers include systems like
automotive exhaust systems, HVAC systems, and industrial
gas lines. The advantages of structural acoustic silencers
over porous materials like foam include reduction in static
pressure loss, reduced cost of maintenance, and a decrease in
the possibility of introducing particulate matter into the flow

~i.e., no fibrous material in contact with circulating air!.
Huang~1999; Huanget al., 2000! performed theoretical

and experimental study of structural acoustic noise control
devices. Just as in the current study, a noise control device is
placed in the path of flow. A two-dimensional theoretical
exploration of the design of a flexible membrane showed the
promise of this approach in air~Huang, 1999!, and experi-
mental results~Huang et al., 2000! supported some of the
predictions related to phase speed of wave in the plate.

The same idea was also independently proposed by
Grosh and Dodson~1999! as an analogy to the functioning of
the cochlea, and an extension to the idea followed~Ra-
mamoorthy and Grosh, 2000!—a variable impedance plate
as a means to reduce reflection while still maintaining trans-
mission loss characteristics. An application of structural
acoustic silencers to hydraulic systems using three-
dimensional finite element analysis was given by Ra-
mamoorthy et al. ~2002!. Increasing the plate orthotropy
~relatively stiffening the plate in the transverse direction! was
shown to be beneficial in improving the transmission loss.
Tailoring the plate thickness and/or width has the potential to
reduce reflections with the added advantage of higher toler-
able static pressure load, along with little or no compromise
on transmission loss. Typical transmission loss for hydraulic
systems was predicted to be around 40 dB.

The effect of external fluid was not considered in any of
the previous papers on single-duct structural acoustic silenc-
ers. The issue of breakout noise is significant in a single-duct
structural acoustic silencer~SAS! model where the flexible
plate is open to external air. Breakout noise can be avoided
by backing the plate with a cavity~Ramamoorthyet al.,
2001; Huang, 2002; Choy and Huang, 2002!. However, the

a!Part of this material was presented at the 142nd meeting of the Acoustical
Society of America, December 2001.

b!Electronic mail: grosh@engin.umich.edu
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filtering characteristics of the device change as a result of
backing cavity impedance.

The single-duct SAS analysis in this paper brings out an
interesting relation between the TL and plate dispersion. To
the authors’ knowledge, this has not been presented directly
in any previous publication. Cummings~2001! brings out the
dispersion of coupled structural-acoustic modes in detail, but
there is a gap in knowledge to relate TL to these coupled
modes. The current paper fills in this gap and brings out the
relation of TL to the coupled structural-acoustic modes for
the first time.

II. MODELING

In this paper, two designs for structural acoustic silenc-
ers are investigated: the single-duct structural acoustic si-
lencer, and the two-duct structural acoustic silencer. The ge-
ometry and assumptions involved in these two models are
given below.

A. Model geometry

The main difference between the two models is that in
single-duct SAS, the plate is loaded by pressure only on one
side because external fluid loading is not considered,
whereas in a two-duct SAS, a rectangular cavity backs the
plate on the other side, thus avoiding breakout noise. There-
fore, in two-duct SAS, the plate is loaded by pressure on
both sides. The geometry of the two models is discussed in
this subsection.

1. Geometry for single-duct SAS

The model~Fig. 1! consists of an infinitely long wave-
guide of rectangular cross-section,B3H1 , with all walls
rigid except a portion of one. A part of the wall atz50
consists of a flexible plate or membrane of lengthL and
width B. The fluid domain is the entire interior of the duct,
which is broken into three domains:VL to the left of the
noise control~or computational! domainV1 , andVR to the
right. The domain of finite element analysis isV1 with three
of its six boundaries being the fluid structure interface~G!,
and the left and right Dirichlet to Neumann~DtN! boundaries
(GL , GR respectively!. A DtN boundary condition is an im-
pedance termination condition that relates the fluid pressure
to its normal derivative using simplifications resulting from

analytical expressions for wave propagation in simple infi-
nite domains@thus reducing the FEA mesh to finite domain;
see Keller and Givoli~1989!#, in this case, for the semi-
infinite rigid-walled ductsVL and VR . Here, the DtN con-
dition is simplified by the fact that only plane waves propa-
gate in the rigid-walled portions of the duct for the geometry
and frequencies of interest.

Note that this model has been studied previously@for
recent work, see, e.g., Ramamoorthyet al. ~2001, 2002!#
@two-dimensional version in Huang~1999!#.

2. Geometry for two-duct SAS

The geometry for two-duct SAS consists of a cavity with
five rigid walls backing the flexible plate region of the
single-duct SAS~see Fig. 2!. The length and width of the
cavity are the same as that of the flexible plate, and the
cavity height is H2 . There are two fluid–structure
interfaces—one each on the top and bottom surfaces of the
plate. This design eliminates the issue of breakout noise,
thereby making it a stand alone device.

B. Governing equations and assumptions

The region of numerical simulation is the three-
dimensional domainV5V1 shown in Fig. 1 for single-duct
SAS andV5V11V2 in Fig. 2 for two-duct SAS. The fluid
is assumed to be compressible and inviscid; fluid viscosity is
accounted for heuristically in the plate damping factor. The
flexible structure is assumed to be linearly elastic. The input
excitation is an incoming right-traveling acoustic plane wave
impinging on GL . For the frequency range~50–2000 Hz!
and geometries used in this study, only plane waves propa-
gate in the regionsx,0 andx.L. Time harmonic vibrations
of the coupled system are analyzed. A time dependence of
e2 ivt is assumed.

Given these approximations, the coupled fluid–structure
governing equations are given by

FIG. 1. Single-duct SAS showing the computational domains and bound-
aries.V1 is the three-dimensional computational domain,G is the fluid–
structure interface,GL is the left DtN boundary,GR is the right DtN bound-
ary, VL is the infinite region to the left ofGL , andVR is the infinite region
to the right ofGR .

FIG. 2. Two-duct SAS showing the computational domains and boundaries.
V5V11V2 is the three-dimensional computational domain,V2 is the re-
gion of fluid in the backing cavity,G is the fluid–structure interface,GL is
the left DtN boundary,GR is the right DtN boundary,VL is the infinite
region to the left ofGL , andVR is the infinite region to the right ofGR . The
coordinate system used for two-duct SAS is same as for the single-duct SAS
shown in Fig. 1.
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Lsu5n̂~p12p2!uG on G Structural equations, ~1!

¹2p11k2p150 in V1 Fluid equations-1, ~2!

¹2p21k2p250 in V2 Fluid equations-2, ~3!
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]n U
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Left DtN boundary, ~4!
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]n U
x5L

5MRp1 on GR Right DtN boundary, ~5!

]p1

]z
5

]p2

]z
5r fv

2u on G Euler’s relation, ~6!

whereu5uêz is the flexible structure displacement (êz is the
unit normal along thez direction!, p1 is the fluid pressure in
the waveguide,p2 is the fluid pressure in the backing cavity
(p250 for single-duct SAS!, n̂(p12p2)uG represents the
fluid forcing of the flexible structure,n̂ is the unit outward
normal to any bounding surface~on G, n̂ points along the
negativez direction!, r f is the fluid density,Ls is the plate or
membrane operator which acts on the displacement vector,
¹2 is the Laplacian,k5v/c is the acoustic wavenumber,ML

and MR are the DtN operators that convert the infinite do-
main problem to an equivalent problem on a finite computa-
tional domain, andp1,in is the amplitude of the plane wave
input from x52`. Equation ~6! is Euler’s equation that
relates the normal component of the acceleration to fluid
pressure for an inviscid fluid. The equality of normal com-
ponent of fluid velocity and velocity of the structure is pre-
scribed on both sides of the interfaceG for the two-duct
configuration.

Note that the only modification to the formulation pre-
sented in Ramamoorthyet al. ~2002! is the pressure in the
backing cavity. The reader is referred to Ramamoorthyet al.
~2002! for details on operatorLs , 2.5-d formulation for

variational equations, Dirichlet-to-Neumann~DtN! boundary
condition and the finite element formulation (2.5-d).

III. EXPERIMENTAL SETUP

The 2.5432.54-cm2 test duct consists of three sections
each 30.48 cm long. The upstream part, which is made of
1.78-cm-thick acrylic ~hard walls!, is connected to a
10.16-cm full-range loudspeaker unit. The silencer part con-
sists of a 29.21-cm-long plate and a removable variable-
height backing cavity. The downstream part, made of rigid
walls, is terminated using foam. The experimental setup is
shown in Fig. 3.

The plate made of brass shim is clamped on~glued to!
rigid metallic supports. Although tension is not applied to the
plate intentionally, it was observed that clamping the plate
resulted in tension. The two-microphone transfer function
method is implemented to separate incident and reflected
waves which are used for the calculation of transmission loss
across the silencer section~Chung and Blaser, 1980b, a;
Boden and Abom, 1986!. One pair of Larson–Davis 0.635
cm ~1

4-in.! microphones~model 2520, with flat frequency re-
sponse between 20 Hz and 20 kHz range! is flush-mounted
with the duct walls in both the upstream and downstream
sections. The separation between each pair of microphones is
3.81 cm in order to avoid singularities in the calculation of
the reflection coefficient up to a frequency of 4.5 kHz. Also,
the microphones, both upstream and downstream, are placed
nearly 14 cm from the silencer region in order to avoid near
field and to ensure plane waves at the measurement locations
for the frequencies of interest. Both frequency sweep~range:
50 Hz to 2 kHz! and broadband white noise~input! experi-
ments were carried out and the transmission loss results of
both techniques agreed as expected.

The microphones are supported by two Larson-Davis
preamplifiers~model 2200C! connected to a National Instru-
ments data aquisition board~model PCI-6110E, with 12-bit
analog-to-digital converters! and controlled by LabVIEW

FIG. 3. Experimental setup; dimensions in the figure are not to scale; duct cross section is 2.5432.54 cm2.
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software. The excitation signal to the loudspeaker is gener-
ated by a B&K signal generator~model 1050! for the fre-
quency sweep and by LabVIEW for the white noise. A B&K
power amplifier~model 2706! provided all the necessary au-
dio amplification. Although non-plane-waves are excited in
the silencer region, the 2.5432.54-cm2 duct cross section
ensures plane wave propagation in the vicinity of the micro-
phones. Higher-order acoustic modes have a cut-in frequency
of 6.75 kHz. A Polytec scanning laser vibrometer~controller
model OFV-3001, sensor head 303, scanning controller
OFV-042! equipped with a velocity decoder and controlled
by LabVIEW is used to scan the surface of the plate through
the clear acrylic. The velocity response is referenced to the
input pressure in the upstream duct~i.e., first microphone
located atx5217.78 cm).

For this experiment, it is impossible to precisely match
the theoretical model to the experimental configuration and
vice versa. In the next two sections, error in the predictions
that arise from unmodeled effects~e.g., neglecting the exter-
nal fluid pressure! and uncertainties in the experiment~e.g.,
plate boundary conditions! are discussed and analyzed.
These sections highlight the sensitivity of the results to these
variations.

IV. EFFECT OF EXTERNAL FLUID LOADING IN
SINGLE-DUCT SAS

At some frequencies~for instance, above 200 Hz for a
0.002 54-cm-thick brass plate in single-duct SAS withH1

52.54 cm), the pressure on the outer surface of the plate in
single-duct SAS is experimentally measured to be compa-
rable to the pressure on its inner surface. Thus the approxi-
mation that external pressure is zero is not strictly valid.
However, the effect of external fluid can be simulated ap-
proximately by setting zero pressure atz525.08 cm~similar
to the walls that are present in the experimental configura-
tion! from the bottom surface of the plate, other walls of the
‘‘cavity’’ being rigid. This is equivalent to analyzing a two-

duct SAS with pressure release lower wall for the backing
cavity with H255.08 cm@Fig. 4~a!#. The TL predicted using
FEA for the 0.002 54-cm-thick brass plate in two-duct SAS
with H255.08 cm with pressure release lower wall forH1

5B52.54 cm is shown in Fig. 4~b! for simply-supported
lateral plate boundary condition.

The effect of external pressure is to reduce the resonance
frequency and the critical frequency, and to reduce the trans-
mission loss at a given frequency. The reduction in TL is
itself a function of frequency because the pressure radiated
by the plate is frequency dependent. A similar conclusion can
also be drawn from results for clamped transverse plate
boundary conditions and the same fluid boundaries as used in
Fig. 4~a!. Note that the reduction in the resonance frequency
and the critical frequency due to external fluid loading are
expected because the external fluid effectively mass-loads
the plate. A heavier plate results in lower TL, which explains
the reduction in TL level due to external fluid loading.

V. EFFECTS OF VARIABILITY ON EXPERIMENTAL
RESULTS

Variability in experimental data is introduced by lateral
plate boundary conditions, acoustic boundary conditions,
asymmetry, tension, and manufacturing tolerance for plate
thickness. The extent to which the listed parameters affect
the SAS performance will be described in this section using
theoretical simulations.

Two plates each made of brass shim, of width 2.54 cm,
length 29.21 cm, and thicknesses 0.002 54 and 0.0102 cm,
are analyzed. Two heights for the waveguide,H152.54 cm
and H151.27 cm, are considered. Duct width isB
52.54 cm, the same as plate width. A hysteritic damping
factor of 0.05 is used for modeling the plate. These material
and geometric data will also be used in the results presented
in the next section.

In Figs. 5~a! and ~b!, the FEA predictions for plate dis-
placement profile using two different boundary conditions

FIG. 4. Effect of external fluid loading. The plate is 0.002 54 cm thick, 2.54 cm wide, 29.21 cm long, and is simply supported along its transverse boundaries.
The main duct height and width areH15B52.54 cm. Outside the main duct,p50 is set atz525.08 cm, i.e., at 5.08 cm below the plate. The other four
walls of the backing ‘‘cavity’’ atx50, x5L, y56B/2 are rigid. The TL result for the simply-supported plate lateral boundary condition for single-duct SAS
~without external fluid! is indicated for reference in Fig. 4~b!. In the legend, ‘‘1,3 ss-y’’ indicates that first and third simply-supported transverse plate modes
were used in FEA. This notation will also be used in the other figures in this paper, where appropriate.
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are compared to experimental results for the 0.0102-cm-thick
brass plate in single-duct SAS withH15B52.54 cm. The
predictions of the plate response are seen to be sensitive to
lateral boundary conditions. In Fig. 5~a!, the experimental
plate response is the sum of a low-wavenumber subsonic
wave and a higher-wavenumber subsonic wave. The ampli-
tudes in this figure are normalized to the maximum displace-
ment in each curve. At 500 Hz, the predicted peak displace-
ment response for the simply-supported boundary condition
is nearly 2.25 times larger than the corresponding value for
the clamped boundary condition in Fig. 5~a!, indicating that
the clamped plate is stiffer at these frequencies—this will be
seen to have an impact on TL. In all the curves shown in
Figs. 5~a! and ~b!, except the low-frequency clamped case,
the plate displacement response consists of a sum of the two
wave components. These findings highlight the sensitivity of
the plate response to boundary conditions.

In the experiments, foam is used for anechoic termina-
tion at the right end of the system. Since the absorption by

foam is effective only at high frequencies, it is of interest to
study the effect of acoustic boundary condition on the plate
velocity and transmission loss results.

From FEA, it is observed that the effect of the acoustic
boundary condition is to introduce phase shift in the plate
velocity ~in both subsonic and supersonic modes! and to allot
different ~relative! energies to each of the allowed modes.
This is seen from the real part of the plate displacement@Fig.
6~b!# for the 0.002 54-cm-thick brass plate in single-duct
SAS withH15B52.54 cm. Figure 6~a!, which compares TL
for DtN and pressure release right boundary atx52L for
unit velocity piston input, shows that the transmission loss is
also affected by boundary conditions, although not dramati-
cally.

Plate tension, which is unavoidable in the experiments,
is more significant in determining the response of thinner
plates. The following equation relates the effects of tension
and bending~focusing on low frequencies, thus modeling for
the first resonance mode in the plate!:

FIG. 5. Plate displacement~normalized to maximum! for single-duct SAS. The brass plate thickness is 0.0102 cm, width is 2.54 cm, and length is L529.21
cm. The height of the waveguide isH152.54 cm. The figures show plate displacement at 500 and 1500 Hz. In the legend, ‘‘CC’’ implies clamped and ‘‘SS’’
implies simply-supported lateral plate boundary condition.

FIG. 6. Effect of acoustic boundary condition. The transmission loss and the real part of plate velocity normalized to its maximum magnitude at 1000 Hzfor
single-duct SAS withH152.54 cm, 0.002 54-cm thick brass plate for two different acoustic boundary conditions at the right-end, both for unit piston input,
are shown.
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whereKT andKB are the stiffnesses due to tension and bend-
ing, respectively. This equation, when applied to a structure
made of brass, whose width is 2.54 cm, for an applied uni-
form isotropic tension per unit width of 39 000 dynes/cm
~corresponds to load due to mass of 100 g!, shows that the
effect of tension is higher than bending for brass plates
~rather membranes! of thicknesses less than 0.0066 cm. For a
0.0066-cm-thick brass plate of width 2.54 cm, the effect of
tension and bending are equal for an applied tension per unit
width of 39 000 dynes/cm. This critical plate thickness is
higher for tension per unit width greater than 39 000
dynes/cm and lower for an applied tension per unit width
less than 39 000 dynes/cm. For the thicknesses considered in
this paper, therefore, the effect of tension is high for the
0.002 54-cm-thick brass plate (KT /KB'15.75 for T
539 000 dynes/cm), whereas it is relatively insignificant for
the 0.0102-cm-thick brass plate (KT /KB'0.25 for T
539 000 dynes/cm).

Although the SAS system is designed to be symmetric in
the lateral direction, asymmetry is unavoidable in experi-
ments~e.g., due to fixing the lateral plate ends!. Therefore,
antisymmetric lateral structural modes cut in the experimen-
tal setup, whereas the modeled system is symmetric. This is
another source of difference between FEA predictions and
experimental results, as well as variability of experimental
data from two different setups.

The manufacturing tolerance for plate thickness is 10%
for the 0.002 54-cm-thick brass plate~supplied by McMas-
terCarr!. FEA simulations show that the TL resulting from a
10% increase in plate thickness~to 0.002 79 cm! has a very
similar character to that of the 0.002 54-cm-thick brass plate
@e.g., see the TL for the 0.002 54-cm-thick brass plate in a
single duct in Fig. 4~b!#. However, an increase in the plate
thickness by 10% increases the lowest frequency for which
TL occurs by 50 Hz in this case.

VI. TRANSMISSION LOSS: FEA VERSUS EXPERIMENT

A. Single-duct structural acoustic silencer „single-
duct SAS …

In this section, the transmission loss predicted by FEA
will be compared with experimental results for single-duct
SAS ~for model, see Fig. 1!. Transmission loss predictions
are obtained by postprocessing the results of the FEA~for
details, see, Ramamoorthyet al., 2002!.

The FEA and experimental results for transmission loss
performance of single-duct SAS withH15B52.54 cm and
brass plate of thicknessh50.0102 cm is shown in Fig. 7.
The FEA results are shown for two different lateral plate
boundary conditions. It is observed from Fig. 7 that the TL
bandwidth is between the resonance frequency of the first
plate lateral mode and the first critical frequency. The critical
frequency is defined by Huang~1999! as the frequency at
which the supersonic wave cuts-in in the plate.

To clarify the TL bandwidth further, consider the effect
of duct height on TL examined in Fig. 8 for a brass plate of

thickness 0.0254 cm. For this choice of material and geomet-
ric properties, when duct height increases the critical fre-
quency decreases. Since the plate properties are the same in
each case, the uncoupled plate resonance frequency remains
the same. Hence, the starting frequency of the TL band re-
mains the same, while the end frequency of the TL band
decreases with increase inH1 . One has to be careful in in-
terpreting the increase or decrease of critical frequency with
increase in the duct height. From Huang~1999!, one can
notice that there are two opposing factors that determine the
critical frequency as a function of duct height. As the duct
heightH1 is increased, the ratio of the mass of the plate with
respect to the mass of the fluid~M! decreases, thereby in-
creasing the nondimensionalized critical frequency, but the
dimensional factor (c/2H1 , c is the speed of sound in the
fluid! decreases. Since the critical frequency is a product of
these two parameters, the net effect of increasing the duct
height can be a decrease in critical frequency~if the mass

FIG. 7. Transmission loss for single-duct SAS. The brass plate width is 2.54
cm, length is 29.21 cm, and thickness is 0.0102 cm. The height of the
waveguide isH152.54 cm. In the legend, ‘‘CC’’ implies clamped and ‘‘SS’’
implies simply-supported lateral plate boundary condition. Only the first
lateral plate mode is used in FEA result.

FIG. 8. Transmission loss for single-duct SAS using FEA. The brass plate
width is 2.54 cm, length is 29.21 cm, and thickness is 0.0254 cm. Three
different values for height of the waveguide are shown in the legend. This
figure shows the TL frequency band to be from the resonance frequency of
first lateral plate mode until the critical frequency. Only the first lateral plate
mode is used in FEA result~with simply-supported boundary condition!.
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ratio M is high! or an increase in critical frequency~if M is
relatively low!.

TL is nonzero when the coupled mode is structure type,
i.e., when the coupled mode carries most of its power flow in
the structure@see Cummings~2001! for a discussion on
acoustic and structure type modes#. When the lateral free
structural mode cuts in, there is subsonic wave in the plate,
which is evanescent in the fluid—the fluid can only propa-
gate plane and supersonic waves. There is reflection due to
modal mismatch when the plate wavenumber is subsonic and
the coupled mode is structure type. However, because the
fluid can propagate supersonic waves, the TL is nearly zero
once the supersonic wave dominates~that is, when the
coupled mode is acoustic type!. Therefore, there is nonzero
TL from the cut-in of the first structural mode until the first
critical frequency. Once again, as the higher structural modes
cut in and the coupled mode is again structure type, there is
nonzero TL from the cut-in of this higher structural mode
until the supersonic mode dominates again. This also ex-
plains why the TL frequency band is different for different
lateral plate boundary conditions because the resonances of
the free lateral structural modes depends on the lateral plate
boundary condition~as seen in, e.g., Fig. 7!.

The results for 0.0102-cm-thick brass plate mentioned
above suggest that a thinner plate would perform better in
terms of broadband low frequency TL because the resonance
frequency of the first free lateral structural mode is lower and
critical frequency higher@see Huang~1999! for critical fre-
quency as a function mass of the plate# for a thinner plate,
other parameters being fixed.

Figure 9~a! compares FEA~for plate in pure bending!
and experimental results for TL for 0.002 54-cm-thick, 2.54-
cm-wide and 29.21-cm-long brass plate in single-duct SAS
with H15B52.54 cm. FEA simulations and experimental
results differ in frequency location of TL peak as well as TL
level. This is mainly due to unintentionally applied tension in
the plate in experiments. A rough estimate of the average
value of tension in the plate determined experimentally using
the first resonance frequency of the 0.002 54-cm-thick brass

plate is nearly 15 000 dynes/cm~corresponds to load due to
mass of 40 g! for clamped plate boundary condition. Pre-
dicted TL results for the 0.002 54-cm-thick brass plate for an
applied uniform isotropic tension per unit width of 15 000
dynes/cm, and assuming clamped lateral plate boundary con-
ditions simulated using FEA, are shown in Fig. 9~b!.

From Fig. 9~b!, it is seen that the start of the TL band
in frequency in the experimental data is matched by the FEA
simulation that accounts for tension in the plate. This is
because the resonance frequency of the first lateral plate
mode is matched by accounting for tension in the plate.
Further differences in TL between the FEA simulation~with
T515 000 dynes/cm2) and the experiment are probably
due to nonuniformity of tension in the experiment, presence
of second ~antisymmetric! lateral plate mode~this mode
introduces additional TL peak between those due to the
first and third lateral plate modes!, differences in structural
as well as acoustic boundary conditions, and external fluid
loading.

Comparing the TL attained by the 0.002 54-cm-thick
brass plate@Fig. 9~a!# versus that by the 0.0102-cm-thick
brass plate~Fig. 7!, it is clear that the TL bandwidth and
level are lower for the 0.0102-cm-thick brass plate compared
to the 0.002 54-cm-thick brass plate. This is expected be-
cause the resonance frequency of the first plate cross mode is
higher and the critical frequency lower for a thicker plate.
One can intuitively expect that since the impedance jump
experienced by the incoming wave is lower in case of thicker
plate, the TL level is lower too.

The transmission loss plot for 0.002 54-cm-thick brass
plate with H151.27 cm in Fig. 10 shows increase in TL
bandwidth with decrease in duct height for a given plate
thickness due to increase in critical frequency. Also observe
the existence of two distinct peaks in the FEA results for TL
in Figs. 9~a! and 10. The second of the two peaks in the FEA
results is due to the cut-in of the third lateral plate mode.

FIG. 9. TL for single-duct SAS for a brass plate of thickness 0.002 54 cm, width 2.54 cm, and length 29.21 cm;H15B52.54 cm. FEA simulations for zero
tension and for applied uniform isotropic tension per unit width ofT515 000 dynes/cm with clamped transverse boundary conditions for the plate are
compared with experimental result where the unintentionally applied tension is experimentally estimated to be roughly 15 000 dynes/cm assuming uniformity.
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B. Two-duct structural acoustic silencer „two-duct
SAS…

In this section, the TL results for two-duct SAS model
using FEA and experiment are presented. The dimensions of
the main duct and material and geometry for the plate are
same as for single-duct SAS. Two heights of the backing
cavity are considered:H252.54 and 25.4 cm.

The FEA and experimental results for the 0.002 54-cm-
thick, 2.54-cm-wide, 29.21-cm-long brass plate in two-duct
SAS with H152.54 cm andH252.54 and 25.4 cm are
shown in Figs. 11~a! and~b!, respectively. The results for the
0.0102-cm-thick brass plate in two-duct SAS@other data
same as for Figs. 11~a! and~b!# are shown in Figs. 12~a! and
~b!. The performance of the corresponding expansion cham-
bers~results of FEA! are indicated for reference. FEA results
are shown for simply-supported as well as for clamped lat-
eral plate boundary conditions. The improvement in TL due
to two-duct SAS compared to the expansion chamber is bet-
ter for cavity with H252.54 cm compared toH2525.4 cm
cavity. Even for the cavity withH2525.4 cm, TL at low
frequencies are improved, though at the expense of losing

the TL peak at a higher frequency. For example, in Fig.
11~b!, the TL peak at 1500 Hz seen in the expansion chamber
result is lost in the result for the corresponding two-duct
SAS, but there is an improvement in TL~nearly 10 dB!
around 200–600 Hz.

Comparing the performance of the 0.002 54-cm-thick
brass plate and 0.0102-cm-thick brass plate, it is noted that
the 0.002 54-cm-thick brass plate@Fig. 11~a!# has higher TL
level and broader frequency band compared to the 0.0102-
cm-thick brass plate@Fig. 12~a!#. Another interesting fact is
that the 0.002 54-cm-thick brass plate has its TL bandwidth
shifted to higher frequencies compared to that of the 0.0102-
cm-thick brass plate. This trend is opposite to corresponding
results for single-duct SAS.

Including a cavity under the plate increases the reso-
nance frequencies of the system because the cavity results in
an increase in stiffness. The cavity stiffness is proportional to
rc2/V whereV is the volume of the cavity. As cavity height
H2 increases, the cavity stiffness decreases. Therefore the
increase in resonance frequency due to cavity stiffness re-
duces withH2 , as observed in the FEA simulations. Note
that this is different from mass loading the plate which re-
duces the resonance frequency of the plate compared to itsin
vacuovalue. If there is no cavity, fluid results in mass load-
ing the plate~due to radiation impedance on the vibrating
plate!.

To quantitavely estimate the increase in fundamental
resonance frequency of the system due to inclusion of lower
cavity, consider the following approximate formula given by
Dowell and Voss~1963! ~under the notation used in this pa-
per!:

vc
25v21K

r

rs

c2

H2t
, ~8!

whereK is a constant determined by boundary conditions on
the plate. For a plate clamped on all four sidesK50.44,
while for a simply-supported plateK50.66. On the right-
hand side of Eq.~8!, the first term is thein vacuo plate
fundamental resonance frequency and the second term is due

FIG. 10. Transmission loss for single-duct SAS. The brass plate thickness is
0.002 54 cm, width is 2.54 cm, and length is 29.21 cm. The height of the
duct is H151.27 cm. The second of the two peaks seen in FEA results is
due to the cut-in of the third lateral plate mode.

FIG. 11. Transmission loss for two-duct SAS. The brass plate width is 2.54 cm, length is 29.21 cm, thickness is 0.002 54 cm, cavity heightH252.54 cm, 25.4
cm, and duct heightH152.54 cm. The expansion chamber results shown in the figure are based on FEA.
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to fluid loading on the plate. Note the inverse dependence of
the second term on plate thickness,t, and cavity height,H2 .

Pretlove ~1965! concludes that there are two distinct
types of plate-cavity systems—one where the action of the
closed cavity on the plate is negligible, characterized by
acoustic stiffnesses considerably less than panel stiffnesses,
and the other where there is considerable modification of the
plate mode shapes and natural frequencies, characterized by
acoustic stiffnesses of the same order or greater than the
plate stiffness. For the current system, the 0.002 54-cm-thick
brass plate over aH252.54 cm cavity@cf. Fig. 11~a!# falls
under the second category of plate cavity systems described
by Pretlove, whereas the 0.0102-cm-thick brass plate over a
H252.54 cm cavity@cf. Fig. 12~a!# corresponds to the first
category.

The TL for the 0.0102-cm-thick brass plate withH2

52.54 cm cavity is more sensitive to boundary condition
compared to TL for the 0.002 54-cm-thick brass plate in the
same model, because the first term, which is more sensitive
to boundary condition, is the dominant term in this case com-
pared to the second term due to fluid loading. This fact is
also reflected in the experimental results and their compari-
son with FEA predictions in Figs. 12~a! and ~b!.

Figure 13 shows the TL result for two-duct SAS with
0.002 54-cm-thick brass plate,H151.27 cm, H2525.4 cm,
B52.54 cm. The TL is above 15 dB until 550 Hz. Once
again, the improvement in TL~of around 10 dB! over the
corresponding expansion chamber~expansion chamber re-
sults shown are results of three-dimensional FEA! is seen at
low frequencies, at the expense of losing the TL peak at 1500
Hz that is observed in the result for the expansion chamber.

Note that it is not possible to discuss the TL as related to
plate dispersion alone for the two-duct structural acoustic
silencer because the important characteristic for TL is low
impedance of the plate–cavity system as experienced by the
wave in the main duct. The impedance of the plate–cavity
system at low frequencies is approximately equal to the dif-
ference between the plate impedance and the cavity imped-
ance. The shifted resonances described above using the ap-
proximate formula@Eq. ~8!# are the frequencies at which the

net impedance of the plate–cavity system is minimum.
Therefore the locations of the TL peak using either single- or
two-duct SAS are determined by the frequencies of mini-
mum impedance for the silencer system as seen by the acous-
tic wave in the main duct.

VII. PLATE WAVENUMBERS IN SINGLE-DUCT SAS:
FEA VERSUS EXPERIMENT

The predicted and experimentally determined wavenum-
bers in a plate of thickness 0.002 54 cm, length 29.21 cm,
and width 2.54 cm in a single-duct SAS withH15B
52.54 cm are presented in Figs. 14~a! and ~b!, respectively.
The spectrum is estimated by taking a spatial FFT of the
predicted and measured velocity response. In Figs. 14~a! and
~b!, the amplitude of the spectrum normalized to the maxi-
mum value is plotted. All components below 0.5 of the maxi-
mum are not plotted, as the additional clutter makes the plots
hard to interpret.

The predicted plate dispersion@Fig. 14~a!# is very simi-
lar to the coupled-mode dispersion presented in Fig. 3 in
Cummings~2001!. The first coupled mode is acoustic type at

FIG. 12. Transmission loss for two-duct SAS. The brass plate width is 2.54 cm, length is 29.21 cm, thickness is 0.0102 cm, cavity heightH252.54 cm, 25.4
cm, and duct heightH152.54 cm. The expansion chamber results shown in the figure are based on FEA.

FIG. 13. Transmission loss for two-duct SAS. The brass plate thickness is
0.002 54 cm, width is 2.54 cm, and length is 29.21 cm. The height of the
waveguide isH151.27 cm and height of backing cavity isH2525.4 cm.
The expansion chamber results shown in the figures are based on FEA.
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low frequencies, that is, most of the power flow is in the air.
When the first free lateral structural mode cuts in@around
250 Hz in Fig. 14~a!#, the mode becomes structure type,
indicating that most of the power flow is in the plate. Note
that the first coupled mode is low-wavenumber subsonic
~very close to being a plane wave! for frequencies below 250
Hz, changing to high-wavenumber subsonic after the cut-in
of the first free lateral structural mode. This is also seen
~though slightly distorted! in the experimental result.

Around 400 Hz, the second coupled mode is seen in Fig.
14~a! with a supersonic wavenumber~acoustic type!, chang-
ing to high-wavenumber subsonic after the cut-in of the sec-
ond symmetric free lateral structural mode at 950 Hz. The
third coupled mode is seen in Fig. 14~a! starting at 1000 Hz
with a supersonic wavenumber. When the third symmetric
free lateral structural mode cuts in, the coupled mode
changes to structural type with a subsonic wavenumber, and
so on.

Note that when the coupled mode is structural-type, ex-
perimental data@Fig. 14~b!# are complicated probably due to
the nonuniformity in the unintentionally applied tension, lat-
eral boundary conditions, and the cut-in of the antisymmetric
free lateral structural modes. However, when the coupled
mode is acoustic type, the experimental data in Fig. 14~b!
closely follows the predictions in Fig. 14~a!.

The implication of such a dispersion phenomena on the
TL performance of the single-duct SAS is that the TL is very
low in those regions of frequencies where the coupled mode
is acoustic type. When the mode is structural type, a high-
wavenumber subsonic mode exists in the plate and therefore
there is high TL~due to modal mismatch, as mentioned ear-
lier!. This is seen clearly by comparing Figs. 14~a! and ~b!
with Fig. 9~b!.

VIII. ANALYTICAL STUDY OF STRUCTURAL MODE
COUPLING IN SINGLE-DUCT SAS

The interaction of structural cross modes is investigated
in this section using Green’s function to derive analytical

expression for the modal radiation impedance~which leads
to scattered pressure! to explain the observations related to
cross mode interaction in single-duct SAS.

Consider the Green’s function satisfying rigid duct
boundary conditions including DtN boundaries atx50 and
x5L, given by@eivt time harmonic dependence is assumed
in this derivation in order to be compatible with reference to
Huang ~1999! for some simplifications in the final expres-
sions#

g~x2x0!5(
m,n

2p i

2kxbmn~y0 ,z0!
e2 ikxux2x0ufmn~y,y0 ,z,z0!,

~9!

where fmn(y,y0 ,z,z0)5cos(mp/B)(y2y0)) cos (np/H1)(z
2z0)), bmn(y0 ,z0)5BH1 /(22dm)(22dn) and kx

5A(v/c)22kmn
2 . Here,kmn

2 5(mp/B)21(np/H1)2.
Assuming modal sum for the plate displacement~in this

derivation, they-coordinate spans from 0 toB in order to
simplify expressions!,

u~x,y!5(
r ,s

Wrs sinS rpx

L D sinS spy

B D . ~10!

The scattered pressure due to the plate vibration is given
by

psc~x,y,z!52
rv2

4p E
x050

x05LE
y050

y05B

g~x,y,x0 ,y0 ,z,z050!

3u~x0 ,y0!dx0 dy0 , ~11!

which, atz50, simplifies to (m50 only!

psc~x,y,z!5
rv2

4p (
n

S 2p i

kx
D S 22dn

BH1
D(

r ,s

2B

sp
Wrs

3E
x050

x05L

sinS rpx0

L De2 ikxux2x0u dx0 . ~12!

The governing equation, when the input is a plane wave
of magnitudepin , is given by

FIG. 14. Dispersion in a brass plate of thickness 0.002 54 cm and width 2.54 cm in single-duct SAS withH152.54 cm,L529.21 cm. FEA results are for
clamped lateral plate boundary condition using first and third lateral plate modes. Uniform isotropic applied tension per unit width ofT515 000 dynes/cm
~determined experimentally as rough estimate! is used in this simulation. If no tension is applied, the theoretically predicted wavenumber-frequency plots
remain nearly the same with a slight shift to the left of the corresponding plots shown for nonzero tension. The shift is due to reduced resonance frequency
of lateral plate mode for zero tension. In the above figures, a threshold of 0.5 is used for the energy.
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Lsu52~pin1psc!uz50 , ~13!

whereLs is the plate operator introduced in Eq.~1!. Choos-
ing the number ofx, y modes for the plate displacement and
the number ofy, z modes for the fluid pressure, the above
governing equation reduces to the matrix equation

ZcdWcd1(
r ,s

I cdrsWrs52 f cd , ~14!

whereZ is the plate impedance given by~for isotropic plate
in bending!

Zcd5
BL

4 S DS S cp

L D 4

12S cp

L D 2S dp

B D 2

1S dp

B D 4D2rshv2D ,

~15!

whereD is the bending rigidity of the plate,f is the forcing
on the plate due to the plane wave input of magnitudepin

given by

f cd5E
x50

x5LE
y50

y5B

pin sinS cpx

L D sinS dpy

B Ddx dy, ~16!

and I is the modal radiation impedance given by

I cdrs52irv2
BL2

p2H1

1

ds(n

~22dn!

kx
Jnrc , ~17!

where

Jnrc5E
x50

x5L 1

L
sinS cpx

L D E
x050

x05L 1

L
sinS rpx0

L D
3e2 ikxux2x0u dx0 dx. ~18!

Simplification for this expression is given by Huang~1999!
in I 2(m,n, j ) after replacingm by n, n by r, andj by c in that
expression. In the above analysis,c, d andr, s represent two
sets of indices forx, y modes for the plate displacement, only
zeroth pressure mode is considered in they direction, and the
summation overn is to account for the finite number of
pressure modes in thez direction.

From Eq.~17!, note that the modal radiation impedance
is inversely proportional to the duct heightH1 . Hence, the
effective scattered pressure due to the third lateral plate
mode loading the first lateral plate mode is higher for the
case ofH151.27 cm, indicating better interaction between
the third and the first lateral plate modes compared to that for
H152.54 cm. The idea is also supported by peak plate dis-
placement corresponding to the first mode as a function of
frequency with and without the inclusion of third mode for
the two duct heights considered. ForH151.27 cm, the inclu-
sion of third mode increases the peak plate displacement cor-
responding to the first mode, whereas forH152.54 cm, the
peak plate displacement of the first mode remains almost the
same with and without inclusion of the third mode.

IX. SIGNIFICANCE OF THREE-DIMENSIONAL
ANALYSIS FOR SAS DESIGN

Figure 15 compares FEA results for TL for two- and
three-dimensional models for single duct structural acoustic
silencer withH15B52.54 cm for plate thickness 0.0102 cm,

width 2.54 cm, and length 29.21 cm. The two-dimensional
analysis@e.g., analysis by Huang~1999!# predicts TL until
the critical frequency, but does not bring out the fact that TL
is also negligible below the resonance frequency for first
plate cross mode. Also, the TL peaks due to higher lateral
plate modes are not brought out by the two-dimensional
analysis.

To see how the two-duct system is affected by two-
dimensional analysis, FEA simulations for the two-
dimensional model are compared with corresponding results
in three dimensions in Fig. 16 for the 0.0254-cm-thick, 2.54-
cm-wide, and 29.21-cm-long brass plate in two-duct SAS
with H15B5H252.54 cm. The TL peak in the two-
dimensional result is at much lower frequency compared to
TL peak in the three-dimensional result, because thein vacuo
lateral mode resonance frequency of the plate is effectively
zero in two-dimensional analysis, whereas it is finite in
three-dimensional analysis. The TL level and frequency band
can be in significant error in two-dimensional analysis.

FIG. 15. Transmission loss for two- versus three-dimensional single-duct
SAS. The brass plate width is 2.54 cm, length is 29.21 cm, and thickness is
0.0102 cm. Two- and three-dimensional FEA results are compared in this
figure. For the three-dimensional results, only the first lateral plate mode is
used in FEA.

FIG. 16. Transmission loss for two- versus three-dimensional two-duct
SAS. The brass plate thickness is 0.0254 cm, width is 2.54 cm, and length is
L529.21 cm. The height of the waveguide and the backing cavity are both
2.54 cm. The FEA results for two- and three-dimensional models are com-
pared to show the necessity of three-dimensional analysis in determining the
response of the two-duct structural acoustic silencer. For the three-
dimensional results, only the first lateral plate mode is used in FEA.
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Therefore, the design of structural acoustic silencer demands
three-dimensional analysis unless the cross section is wide
and the plate is unsealed.

X. ADDITIONAL CONSIDERATIONS FOR PRACTICAL
APPLICATION OF SAS

The examples presented in this paper are for proof of
concept for SAS design. In a practical application of struc-
tural acoustic silencers, one has to take into account the fol-
lowing additional considerations. The TL level scales with
plate length. It is appropriate to use as long a device as the
application might permit. A wider duct results in greater TL
at lower frequencies because the plate resonance frequency
decreases with plate width. Using a material with lower
value ofE/rs ~E is the Young’s modulus andrs is the den-
sity of the plate! also leads to lower resonance frequencies.
For example, a rubber or elastic polymer has two orders of
magnitude lower value ofE/rs compared to brass. However,
if the application involves high temperature gases, such ma-
terials may not be suitable for the purpose.

Introducing asymmetry purposely will result in addi-
tional TL peaks in a single-duct SAS due to the antisymmet-
ric lateral plate modes. This is beneficial because the fre-
quency band for TL is broader with the additional peaks
included.

Finally, one can include as many SAS devices as desired
and permitted in an application. These devices can include
different plates, even a combination of single and two-duct
SAS, depending on the frequencies at which TL is desired.

XI. CONCLUSIONS AND FUTURE WORK

The FEA predictions compare quite well to experimental
observations for single-duct~single-duct SAS! and two-duct
~two-duct SAS! models for the two plate thicknesses consid-
ered. Transmission loss for single-duct SAS is between the
resonance frequency for the first plate cross mode and the
critical frequency for the system, with TL at narrow fre-
quency bands above the critical frequency from cut-in of the
higher transverse mode in the plate until the supersonic mode
dominates again. The TL level and bandwidth are higher for
thinner plate. The plate cross modes play a significant role in
determining the system performance, including transmission
loss, which can be directly associated with the corresponding
plot of wavenumbers in the plate. The coupling between the
cross modes is higher for single-duct SAS with lower duct
height and for thinner plates. The system is sensitive to both
acoustic as well as plate boundary conditions. The plate
boundary in experiments is a blend of simply-supported and
clamped boundary conditions. Tension, which is applied un-
intentionally in the experiments, is important in determining
the response of the thin plate considered in this study,
whereas it can be neglected in the analysis of the thicker
plate. The external fluid does play a role in the response of a
single-duct SAS. Neglecting the external fluid in modeling
the single-duct SAS leads to slightly higher critical fre-
quency and frequency-selective higher TL.

A two-duct SAS can be designed to perform better than
an expansion chamber of the same geometry. Increasing the

height of the lower cavity reduces the frequency at which the
TL peaks in two-duct SAS due to the reduced shift in plate
resonance frequency attributed to cavity fluid loading. One
such model which has no issue of break out noise is shown
experimentally as well as using FEA to give more than 15 dB
TL over a frequency band of 50–550 Hz~Fig. 13!; this
model is better than the corresponding expansion chamber at
low frequencies though at the expense of losing a high-
frequency TL peak.

Based on comparing the two- and three-dimensional
models for two-duct SAS, it is noticed that the TL frequency
band can be artificially shifted to lower frequencies based on
the plate thickness~shift being higher for higher plate thick-
ness! if only a two-dimensional model is used. However, this
fact can be used in practice by setting the lateral plate ends
free so that thein vacuoresonance of the first lateral mode is
nearly zero and cavity fluid loading is the only cause for shift
in TL frequency band to higher frequencies. Another possible
means of realizing low resonance frequency of the lateral
plate mode is to laminate the thick plate over a very thin
plate to reduce the boundary impedance. Such a shift to
lower frequencies is a very desirable feature.

A hole in the plate~at x5L) connecting the fluid in the
main duct and the lower cavity allows for static pressure
equilibration and introduces an additional degree of freedom
~with low resonance frequency! to couple with the plate-
cavity system. Such a design provides another way for low-
frequency transmission loss using structural acoustic silenc-
ers and hence needs to be explored for noise control
purposes.

In general, to design the structural acoustic silencer with
any additional modifications to the systems presented in this
paper, one needs to look at the effective impedance experi-
enced by the wave in the fluid in the main duct at the silencer
location. To achieve high TL at low frequencies, this imped-
ance should be minimum at low frequencies. In order to
increase the TL level and bandwidth, the magnitude of the
effective impedance at frequencies around the TL peak
should be reduced over a wide band. The future challenge is
therefore to come up with better models that have such an
impedance mechanism.
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In this paper a nonlinear inversion method is presented for determining the mass density of an
elastic inclusion from the knowledge of how the inclusion scatters known incident elastic waves.
The algorithm employed is an extension of the multiplicative regularized contrast source inversion
method~MR-CSI! to elasticity. This method involves alternate determination of the mass density
contrast and the contrast sources~the product of the contrast and the fields! in each iterative step.
The simple updating schemes of the method allow the introduction of an extra regularization term
to the cost functional as a multiplicative constraint. This so-called MR-CSI method~MR-CSI! has
been proven to be very effective for the acoustic and electromagnetic inverse scattering problems.
Numerical examples demonstrate that the MR-CSI method shows excellent edge preserving
properties by robustly handling noisy data very well, even for more complicated elastodynamic
problems. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1618751#
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I. INTRODUCTION

As described in Pao,1 the essential properties of a me-
dium are defined by the stiffness coefficients and the mass
density. Direct or forward problems are concerned with the
determination of the field when the source and medium prop-
erties are given. Inverse problems deal with the determina-
tion of the material properties when the sources are known
and some data measuring the responses are given. Not much
is known about solutions of inverse elasticity problems. In-
terested readers may find an introduction to the subject in the
monograph by Claerbout.2 Aymé-Bellegarda and Habashy3

introduced a generalized noniterative inverse solution for 2D
and 3D scatterers in a multilayered solid elastic medium;
they used an exact dyadic contrast-source observation equa-
tion simplified in the Born framework, variations in the two
Lamé constants and the density being arbitrary, while nu-
merical results are given for a 2D variation in density.

We need not emphasize the importance of inverse prob-
lems since many of the interesting applications of the theory
of elastic waves are inverse problems. They include the well-
known problem of locating an earthquake source from seis-
mograms, determining the nature of an earthquake source,
finding the oil-trapping porous layer in the earth, and deter-
mining the ocean bottom from reflection data. Motivated by
the importance of these problems, Pelekanoset al.4 used an
iterative technique to reconstruct the spatially dependent
density of a two-dimensional object from measurements of
the elastic field scattered when the object is illuminated by
known sources. The inverse problem is formulated as an op-
timization problem, in which the cost functional is the sum
of two terms: one is the defect in matching measured field
data with the field scattered by a body of particular real den-

sity ~error in data equation! and the second is the error in
satisfying the equations of state, a system of integral equa-
tions for the field due to each excitation~error in the object
equation!. The density and the fields are updated by a linear
iterative method in which the updating directions are
weighted by parameters which are determined by minimizing
the cost functional.

The method we implement here is an extension of the
ideas presented in van den Berg and Kleinman,5 and then
extended by van den Berget al.6 and van den Berg and
Abubakar.7 This so-called contrast source inversion~CSI!
method reconstructs the mass density contrast and the con-
trast sources alternatingly in each iterative step by minimiz-
ing the cost functional consisting of errors in the data and
object equations. The method is very attractive, since it does
not need to solve any full forward problem in each iteration.
Later on, the CSI method has been modified to include a
multiplicative regularization factor by van den Berget al.6

and extended by Abubakaret al.8 to the full-vectorial elec-
tromagnetic 3D problem. This multiplicative technique al-
lows the method to use a regularization factor without the
necessity of determining an artificial weighting parameter.
This regularization parameter is determined by the iterative
process itself, which makes the method very suitable to in-
vert experimental data as shown by Bloemenkampet al.9 In
the present paper the improved version of the method, the
so-called multiplicative regularized CSI~MR-CSI! method,
described in van den Berg and Abubakar,7 is applied to the
even more challenging elasticity inverse scattering problem.
Numerical examples demonstrate that the MR-CSI method
shows excellent edge-preserving properties by robustly
handling noisy as well as limited data very well.
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II. NOTATION AND PROBLEM STATEMENT

Consider a bounded, simply connected domainD lo-
cated in an unbounded homogeneous background medium
with constant Lame´ coefficientsl and m. Let a scattering
object ~or objects! B, whose location and contrast are un-
known, be embedded inD and assume thatB is made by an
inhomogeneous elastic material, also characterized by the
constant Lame´ coefficientsl andm. The vectorx denotes the
vectorial position inR2. We irradiate the object by a number
of known incident fields of one single frequency,uinc,(j )(x)
5uinc(x,xj8), j 51,...,J, and source pointsxj8 . The sources
are located in a domain~or on a curve! S outside of and
surroundingD, where the scattered field is measured as well.
This scattering configuration is shown in Fig. 1. It has been
shown~see Kupradze10! that the total field inD satisfies the
following domain integral equation:

u( j )~x!5uinc,(j )~x!1~kS!2mE
D

G~x,x8!x~x8!

3u( j )~x8!dv~x8!, xPD, ~1!

where

x~x8!5
r~x8!2re

re
, ~2!

is the normalized contrast between the mass densityr
5r(x) of the scattering object and the mass densityre of the
homogeneous embedding. The Green’s displacement tensor
G(x,x8) is given by Morse and Feshbach11 as

G~x,x8!5
i

4

1

m
IH0

(1)~kSR!2
i

4

1

v2re
““@H0

(1)~kPR!

2H0
(1)~kSR!#, ~3!

whereR5ux2x8u, while kP andkS are the wave numbers for
the P- and theS-wave, respectively andI is a unit matrix.
Note that if x8 is not in B, then the contrast functionx
vanishes outsideB.

If u( j ) solves the equation above, then the scattered field
is obtained from the integral representation

usct,(j )~x!5~kS!2mE
D

G~x,x8!x~x8!u( j )~x8!dv~x8!,

xPS. ~4!

For convenience, in the solution of the inverse problem theP
~dilatation! and SV ~rotation! components of the two-
dimensional scattered field are computed~Eringen and
Suhubi12!. The scatteredP component is given by

uP,( j )~x!5]1u1
sct,(j )~x!1]2u2

sct,(j )~x!,

xPS, j 51,...,J. ~5!

Consequently, the scatteredSV component is given by

uSV,( j )~x!5]1u2
sct,(j )~x!2]2u1

sct,(j )~x!,

xPS, j 51,...,J, ~6!

where]1 and]2 denote the spatial differentiations.
It is easily observed that in the equations above the con-

trast and fields occur as a product, hence, as in van den Berg
and Kleinman,5 we introduce the quantity

w( j )5xu( j ), ~7!

which is called the contrast source. Multiplying both sides of
~1! by x, and using~7!, we obtain the object equations in
terms of the contrast sources as follows:

w( j )2xZDw( j )5xuinc,(j ), xPD, j 51,...,J, ~8!

where

ZDw( j )~x!5~kS!2mE
D

G~x,x8!w( j )~x8!dv~x8!, xPD.

~9!

Using ~7!, the data equations become

ZS
P
•w( j )5uP,( j ), on S, ~10!

and

ZS
SV
•w( j )5uSV,( j ), on S, ~11!

whereZS
P
•w( j ) and ZS

SV
•w( j ) are set equal to the right-hand

side of Eqs.~5! and ~6!, respectively.

III. CONTRAST SOURCE INVERSION METHOD

The application of the contrast source inversion in the
inverse elasticity problem is based on the construction of
sequences of sourceswn

( j ) and contrastxn in order for a cost
functional to be minimized. In our specific problem there are
three error measurements involved; the first is the defect in
matching the measuredP data inL2(S), the second is the
defect in matching the measuredSV data also inL2(S), and
the third is the error in the object equation inL2(D). We
combine these error measures into a normalized cost func-
tional

Fn~w( j ),x!5FS~w( j )!1FD,n~w( j ),x!, ~12!

where

FIG. 1. The geometry of the scattering experiments.
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FS~w( j )!5wS(
j 51

J

~ iuP,( j )2ZS
P
•w( j )iS

2

1iuSV,( j )2ZS
SV
•w( j )iS

2!, ~13!

and

FD,n~w( j ),x!5wD,n21(
j 51

J

ixuinc,(j )2w( j )1xZDw( j )iD
2 .

~14!

The normalization factors in~13! and ~14! are chosen as

wS5F (
j 51

J

~ iuP,( j )iS
21iuSV,( j )iS

2!G21

and ~15!

wD,n215F (
j 51

J

ixn21uinc,(j )iD
2 G21

.

The subscriptsS andD are included in theL2 norm to indi-
cate the domain of integration. This is a quadratic functional
in w( j ), but highly nonlinear inx. Note that the termxZDw( j )

is responsible for the nonlinearity of the inverse problem. We
propose an iterative minimization of this cost functional us-
ing an alternating method which first updatesw( j ) and then
updatesx.

A. Updating the contrast sources

The method begins with the updating of the contrast
sourcesw( j ) in the following manner:

Define the data errors to be

qn
P,( j )5uP,( j )2ZS

P
•wn

( j ) , n51,2,..., ~16!

and

qn
SV,( j )5uSV,( j )2ZS

SV
•wn

( j ) , n51,2,... . ~17!

The object error is

rn
( j )5xnun

( j )2wn
( j ) , n51,2,..., ~18!

where

un
( j )5uinc,(j )1ZDwn

( j ) . ~19!

We now assume thatwn21
( j ) andxn21 are known and we

updatew( j ) by

wn
( j )5wn21

( j ) 1anvn
( j ) , ~20!

where an is a constant and the update directionsvn
( j ) are

chosen as the Polak–Ribie`re conjugate gradient directions,
namely

v0
( j )50, vn

( j )5gn
( j )1gnvn21

( j ) n>1, ~21!

with

gn5
( j^gn

( j ) ,gn
( j )2gn21

( j ) &D

( j ign21,v
( j ) iD

2 , ~22!

wheregn,v
( j ) is the gradient of the cost functional with respect

to w( j ) evaluated atwn21
( j ) , xn21 while ^.,.&D denotes the

inner product onL2(D). The expression for the gradient is
found to be

gn,v
( j ) 5wS~ZS

P!
qn21

P,( j )1ZS
SV!

qn21
SV,( j )!

1wD,n21~rn21
( j ) 2ZD

! ~ x̄n21rn21
( j ) !!, ~23!

with ZD
! andZS

P!
, ZS

SV!
being the adjoint operators mapping

from L2(D) and L2(S), respectively, intoL2(D), and the
overbar denotes complex conjugate.

Once the update directions are chosen, the constant pa-
rameteran is determined to minimize the cost functional

Fn~w( j ),xn21!

5wS(
j 51

J

~ iuP,( j )2ZS
P
•wn

( j )iS
21iuSV,( j )2ZS

SV
•wn

( j )iS
2!

1wD,n21(
j 51

J

ixn21un
( j )2wn

( j )iD
2

5wS(
j 51

J

~ iqn21
P,( j )2anZS

P
•vn

( j )iS
2

1iqn21
SV,( j )2anZS

SV
•vn

( j )iS
2!

1wD,n21(
j 51

J

irn21
( j ) 2an~vn

( j )2xn21ZDvn
( j )!iD

2 , ~24!

and is found to be

an5
( j f n, j

( jhn, j
, ~25!

where

f n, j5wS~^qn21
P,( j ) ,ZS

P
•vn

( j )&S1^qn21
SV,( j ) ,ZS

SV
•vn

( j )&S!

1wD,n21^rn21
( j ) ,vn

( j )2xn21ZDvn
( j )&D , ~26!

and

hn, j5wS~ iZS
P
•vn

( j )iS
21iZS

SV
•vn

( j )iS
2!1wD,n21ivn

( j )

2xn21ZDvn
( j )iD

2 ~27!

and wherê .,.&S denotes the inner product onL2(S).
After the contrast sourceswn

( j ) are obtained, the total
fields un

( j ) can be found via~19!

un
( j )5un21

( j ) 1anZDvn
( j ) . ~28!

B. Updating the contrast

If the contrast sourceswn
( j ) and the fieldsun

( j ) are known,
the contrastxn is now obtained by minimizing the second
term in ~12!, i.e.,

FD,n~wn
( j ) ,xn!5wD,n21(

j 51

J

ixnun
( j )2wn

( j )iD
2 . ~29!

The normalized errorFD,n(wn
( j ) ,xn) is minimized by

choosing5

xn5
( j Re~wn

( j )
•un

( j )!

( j uun
( j )u2

. ~30!
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Note that this result is identical to the result obtained by
updating the contrast as

xn5xn211an
xdn , ~31!

wherean
x5wD,n21

21 anddn is the preconditioned gradient of
FD,n(wn

( j ) ,xn), i.e.,

dn5
2wD,n21( j Re@~xn21un

( j )2wn
( j )!•un

( j )#

( j uun
( j )u2

. ~32!

In case we havea priori information that the mass density is
a positive quantity, we remark that this positivity constraint
is easily implemented by enforcing a negative value to zero
after each update of the contrast.

C. Choice of the initial estimate

We now need to indicate starting values forw0
( j ) . Clearly

zero is not a good choice, since then the cost functional~12!
will be undefined forn51. To this end we choose as starting
values the contrast sources that minimize the data error, that
is the contrast sources obtained by backpropagation

w0
( j )5a0~ZS

P!uP,( j )1ZS
SV!uSV,( j )!, ~33!

where

a05
( j i~ZS

P!
uP,( j )1ZS

SV!
uSV,( j )!iS

2

( j iZS
P
•~ZS

P!
uP,( j )1ZS

SV!
uSV,( j )iS

21iZS
SV
•~ZS

P!uP,( j )1ZS
SV!uSV,( j )!iS

2
. ~34!

As far as the starting value ofx0 is concerned, we obtain

x05
( j Re~w0

( j )
•ū0

( j )!

( j uu0
( j )uD

2 , ~35!

where

u0
( j )5uinc,(j )1ZDw0

( j ) , ~36!

andw0
( j ) is given in ~33!.

This completes the description of the nonregularized
version of the contrast source inversion~CSI! algorithm,
where in each iteration an update of the contrast sources is
followed by an update of the contrast. Note that this alternat-
ing scheme allows us to introduce a multiplicative constraint
in a simple fashion.

D. Inclusion of a multiplicative constraint

Recent work with image enhancement has shown that
minimization of the total variation of the image can signifi-
cantly improve the quality of the reconstruction, see, e.g.,
Acar and Vogel,13 Blomgren et al.,14 Dobson and
Santosa.15,16 Van den Berg and Kleinman17 incorporated the
total variation~TV! in an inverse scattering problem by en-
hancing the modified gradient algorithm. In the latter ap-
proach a total variation term was added to the cost func-
tional, resulting in a substantial improvement of the
performance of the reconstruction method, both for
‘‘blocky’’ and smooth contrast configurations. The addition
of the total variation to the cost functional has a very positive
effect on the quality of the reconstructions for both blocky
and smooth profiles, but a drawback is the presence of an
artificial weighting parameter in the cost functional, which
can only be determined through considerable numerical ex-
perimentation; see Hansen,18 anda priori information of the
desired reconstruction.

van den Berget al.6 have suggested including the total
variation as a multiplicative constraint, and hence the origi-

nal cost functional is the weighting parameter, i.e., deter-
mined by the inversion problem itself. This eliminates the
choice of the artificial regularization parameters completely.
In each iteration, a multiplicative cost functional is intro-
duced as

Fn~w( j ),x!5@FS~w( j )!1FD,n~w( j ),x!#Fn
TV~x!, ~37!

where the first factor is the original cost functional~12! of
the CSI method, and where the second factor is the so-called
TV factor. Recently, van den Berg and Abubakar7 have con-
sidered the TV factor as a weighted norm onL2(D), in
which the weighting favors flat parts and nonflat parts of the
contrast profile almost equally. This weighted TV factor has
been shown to be more effective than the one given in
van den Berget al.6 Thus, in this paper we choose to use a
TV factor similar to the one used in van den Berg
and Abubakar.7 This weighted total-variation factor is
given by

Fn
TV~x!5

1

V E
D

u“x~x8!u21dn21
2

u“xn21~x8!u21dn21
2 dv~x8!, ~38!

whereV5*D dv(x8) denotes the area~two-dimensional vol-
ume! of the test domainD.

The quantityd2 in ~38! is introduced for restoring dif-
ferentiability to the total variation and is chosen as

dn21
2 5FD,n21D̃2, ~39!

whereD̃ denotes the reciprocal mesh size of the discretized
domainD, andFD,n21 is the normalized norm of the object
error of the previous iteration, cf.~29!. We have chosend2 to
be large in the beginning of the optimization and small to-
wards the end; hence, optimization will reconstruct the con-
trast in the first iterations in a normal way before it will
apply the minimization of variation to shape the image
further.
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The choice of the multiplicative cost functional~37! is
based on two things: the objective of minimizing the error in
the data and object equations and the observation that the
weighted TV factor, when minimized, converges to 1. The
structure of this cost functional is such that it will minimize
the total variation with a large weighting parameter in the
beginning of the optimization process, because the value of
cost functionalFn(w( j ),x) is still large, and that it will
gradually minimize more and more the error in the data and
object equations when the weighted TV factor has reached a
nearly constant value close to 1. If noise is present in the
data, the data error term will remain at a large value during
the optimization; therefore, the weight of the weighted TV
factor will be more significant. Hence, the noise will at all
times be suppressed in the reconstruction process and we
automatically fulfill the need of a larger regularization factor

when the data contains noise as suggested by Chan and
Wong19 and Rudinet al.20

By introducing this cost functionalFn , the TV factor
does not change the updating of the contrast sourceswn

( j ) and
the fieldsun

( j ) , becauseFn
TV(xn21)51 at the beginning of

each iteration. The updating scheme forxn is given by

xn5xn211an
xdn , ~40!

where the update directionsdn are taken as Polak–Ribie`re
conjugate gradient directions of the cost functional~37!, viz.,

d050, dn5gn
x1

Rê gn
x ,gn

x2gn21
x &D

^gn21
x ,gn21

x &D
dn21 , n>1,

~41!

while the preconditioned gradient is determined as, cf.~32!

gn
x5

2wD,n21( j Re@~xn21un
( j )2wn

( j )!•un
( j )#1Fn~w( j ),xn21!gn

TV

( j uun
( j )u2

, ~42!

where

gn
TV5

1

V
“•F ¹xn21

u“xn21u21dn21
2 G . ~43!

Note that the gradient tends to the directiondn of ~32! of the
original CSI method as the gradient,gn

TV , tends to zero. The
weighting of the gradients clearly depends on the errors in
the cost functionalFn and the weighted TV factorFn

TV .
Similar to an additive regularization, the present multiplica-
tive regularization decreases the chance that the gradient has
a zero direction, which reduces the possibility to arrive at in
a local minimum. Comparing this gradient with the one of
the nonweighted TV factor as in van den Berget al.,6 we
immediately observe that apart from a constant factor, these
gradients are identical. Hence, this weighted TV factor com-
bines the features of minimization of the TV in theL2 norm
and in theL1 norm through its gradient.

With the Polak–Ribie`re update directions
completely specified, the real-valued constantan

x in ~40! is
found as

an
x5arg min

real a
$@FS~wn

( j )!1FD,n~wn
( j ) ,xn211a dn!#

3Fn
TV~xn211a dn!%. ~44!

The minimization of the multiplicative cost functional~44!
can be performed analytically. The cost functional is a
fourth-degree polynomial inax, viz.,

F5FFS~wn
( j )!1FD,n~wn

( j ) ,xn21!

12awD,n Re(
j

^dnun
( j ) ,xn21un

( j )2wn
( j )&D

1a2wD,n(
j

idnun
( j )iD

2 G
3@112a Rê bn21¹xn21 ,bn21¹dn&D

1a2ibn21¹dniD
2 #, ~45!

where

bn215V2 1/2~ u¹xn21u21dn21
2 !2 1/2. ~46!

Differentiation with respect toa yields a cubic equation with
one real root and two complex conjugate roots. The real root
is the desired minimizeran

x . In our numerical examples we
use this weighted TV factor as the multiplicative regulariza-
tion of the CSI method, and we name this method the MR-
CSI method.

IV. NUMERICAL RESULTS

In this section some numerical examples of inversion
using the MR-CSI method will be presented. The discretized
versions of the various operators used in the algorithm can
be found in Pelekanoset al.21 Further, in order to be able to
compare the reconstruction results using the data excited ei-
ther by P- or SV-waves, we introduce the quantity error in
contrast as follows:

ERRn5
ir~x!2rexact~x!iD

2

irexact~x!iD
2 . ~47!
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In all of our numerical examples, after generation of syn-
thetic data by either the Bessel series solution~see White22!
or the conjugate gradient FFT method~see Pelekanos
et al.21!, 10% additive random white noise is added. More-
over, the simple inclusion ofa priori positivity constraint is
used. We excite our object by eitherP- or SV-waves. The
object will scatter bothP- andSV waves. Subsequently, we
reconstruct the object by measuring the contributions from
both kinds of scattered waves.

A. Reconstruction of a circular cylinder

In our first numerical example the scatterer was taken to
be a circular cylinder of radiusa50.35 m and densityr
52.0, while the outer medium’s density wasre51. Hence,
the contrast isx51.0. The circular cylinder is centered at
(20.35,20.35) m. The scatterer is located in the test domain
D. This test domain was divided into 61361 subsquares of
0.034430.0344 m2. Note that this fine discretization grid is
needed in order to adequately model the boundary of the
circular cylinder. The wave numbers of theP- andSVwaves
arekP53 andkS56, respectively. This means that the side
length of the test domain was equal to about one wavelength
for the P waves and two wavelengths for theSV waves in
the exterior medium.

The measurement surfaceS was chosen to be a circle
with a radius of 2 m. Twenty-nine stations (J529) were
located uniformly on this circle, with each station serving
successively as a line source and all stations acting as receiv-
ers. Throughout the description of the solution for both direct
and inverse problems, it became apparent that the method
used is essentially the same. There is a suspicion, however,
that the use of ‘‘measured’’ data in the inverse problem,
which are produced by the same numerical method~forward
problem! can result in an ‘‘inverse crime.’’ Therefore in
this first example we use the exact data obtained from
the Bessel series solution; see White.22 Furthermore, after
generation of synthetic data we add 10% random additive
white noise to the scattered fields for bothP- andSVwaves.
The approximate model of the circular cylinder is given in
Fig. 2.

For P-wave incidence excitation, the reconstruction af-
ter 512 iterations using the CSI method is shown in Fig. 3~a!.
Note that although the number of iterations is large, we do
not solve any full-forward problem in each iteration. One
iteration of the CSI method for this example takes only 10 s
on a personal computer with a 600-MHz Pentium II proces-

sor. ForSV-wave incidence, the reconstruction after 512 it-
erations using the CSI method is shown in Fig. 3~b!. The top
values of the reconstructed circular cylinder forP- and
SV-wave incidence are approximately equal tox51.15 and
x51.05, respectively. Further, we observe that the boundary
of the circular cylinder is better reconstructed from data gen-
erated bySV incident waves.

Next, we use the CSI method using the multiplicative
regularization factor~the MR-CSI method!. The reconstruc-
tions after 512 iterations are shown in Fig. 4~a! for P-wave
incidence, while for SV-wave incidence in Fig. 4~b!.
The improvements are remarkable and the reconstruction
time per iteration in the inversion algorithm is only increased
by approximately 20%. Now, the top values of the
reconstructed circular cylinder for bothP- and SV-wave
excitation are approximately equal tox51.05. Nevertheless,
the SV-wave incidence still gives a more accurate
result.

In order to have some idea about the convergence be-
havior of the reconstruction results from both excitations, we
present in Fig. 5 the error in contrast ERRn , see~47!, as a
function of the number of iterations. The errors in contrast
for P-wave incidence are given by the dotted line for the CSI
method and the dashed line for the MR-CSI method. The
errors in contrast forSV incident waves are given by the
dashed-dotted line for the CSI method and the solid line for
the MR-CSI method. Note that, even at the very beginning of
the iterative process~after backpropagation!, the errors in
contrast of the reconstructed profile fromP-wave excitations
for both methods are always larger than the ones from
SV-wave excitations. This is an indication that the bad re-

FIG. 2. The approximate original profile of the circular cylinder.

FIG. 3. The reconstruction results of the circular cylinder from excitation
with P waves~a! andSVwaves~b! using the CSI method. The data sets are
generated using series of Bessel function solutions with 10% additive ran-
dom white noise.
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constructed boundary of the circular cylinder fromP-wave
incidence is due to the physical behavior of the incident
waves; it is not due to the behavior of the inversion algo-
rithm.

B. Reconstruction of three distinct square cylinders

In our second numerical example we consider the inver-
sion of multiple scatterers. The scatterers were taken to be
three square cylinders of diameter 3/4 m. The mass densities

for the scatterers werer52.0, r52.5, andr53.0, while the
outer medium’s density wasre51.0. Hence, the contrasts
arex51.0, x51.5, andx52.0. The scatterers are assumed
to be located in a test domainD. This test domain was di-
vided into 29329 subsquares of 0.103430.1034 m2. The
wave numbers of theP- and SV-waves arekP53 and kS

56, respectively. This means that the side length of the test
domain was equal to about one and one half wavelengths for
the P waves and three wavelengths for theSV waves in the
background medium.

The measurement surfaceS was chosen to be a circle of
radius 3 m. Twenty-nine stations (J529) were located uni-
formly on this circle, with each station serving successively
as a line source and all stations acting as receivers. The data
are generated numerically using the CG-FFT method de-
scribed in Pelekanoset al.21 The actual profile which has
been used to generate synthetic data is given in Fig. 6. After
generation of synthetic data we added 10% random additive
white noise to the scattered fields for bothP- andSV-waves.

The reconstructed results after 512 iterations from
P-wave incidence using the CSI method are presented in Fig.
7~a!. One iteration of the CSI method for this example takes
only 2.5 s on a personal computer with a 600-MHz Pentium
II processor. However, poor reconstruction results are ob-
served. The contrast value levels for the square cylinders are
equal to x50.85, x51.2, andx51.45. Inversion of the
SV-wave data yields a minor improvement. The results are
shown in Fig. 7~b!. The contrast value levels for the square
cylinders are approximately the same as the ones obtained
from inverting theP-wave data.

Again, we observe a remarkable improvement by using
the MR-CSI method. The results for both excitations are
given in Fig. 8. Now, the levels for the contrast values for the
square cylinders for both excitation types are,x51.0, x
51.45, andx51.95. Note that also here reconstructions us-
ing incidentSV waves are better compared to the ones ob-
tained fromP-wave excitations.

C. Reconstruction of concentric square cylinders

In our last example, an inhomogeneous scatterer is lo-
cated in a test domain that is subdivided into 29329 sub-
squares of 0.103430.1034 m2. The wave numbers of theP-
and SV waves arekP53, kS56, respectively. This means

FIG. 4. The reconstruction results of the circular cylinder from excitation
with P waves~a! and SV waves~b! using the MR-CSI method. The data
sets are generated using series of Bessel function solutions with 10% addi-
tive random white noise.

FIG. 5. The error in contrast ERRn as the function of the number of iteration
n for the reconstruction of the circular cylinder.

FIG. 6. The original profile of the three distinct square cylinders.
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that the side length of the test square was equal to about one
and one half wavelengths for theP waves and three wave-
lengths for theSV waves in the background medium. The
actual profile of the scatterer consists of an inner square with
mass densityr51.9, a middle square withr51.6, and an
outer square withr51.3; see Fig. 9. The contrasts from the
inner square to the outer are equal tox50.9, x50.6, and
x50.3. The side length of the inner square is equal to 0.75
m, the one of the middle square is equal to 1.5 m, and the
one of the outer square is equal to 2 m.

The measurement setup is the same as in the previous
examples. The data are generated numerically using the CG-
FFT method, and after generation, 10% additive random
white noise was added. The reconstruction results after 512
iterations for bothP- andSV-wave incidence using the CSI
method are shown in Figs. 10~a! and ~b!, while the ones
using the MR-CSI method are shown in Figs. 11~a! and ~b!.
Note that for the MR-CSI method the contrast values are
very well reconstructed. Comparing now the results of both
excitations, we observe again that inversion fromSV-wave
data yields better reconstructions compared to the ones ob-
tained fromP-wave excitations.

It is worthwhile to note that even though we only show
reconstructions of objects with sharp edges, the MR-CSI
method has also been shown to work properly with smooth
contrast objects.23

V. CONCLUSIONS

We have developed a nonlinear inversion method for the
two-dimensional problem of scattering of an elastic (P or
SV) wave. This method, which is denoted as CSI, is based
on the source-type integral equation which relates measured
data to a source distribution in the scattering object. A cost
functional is defined consisting of errors in the source-type
equations and the state equations. The updates in the sources
are found as a conjugate gradient step, after which the con-

FIG. 7. The reconstruction results of the three distinct square cylinders from
excitation withP waves~a! andSV waves~b! using the CSI method. The
data sets are generated using CG-FFT method with 10% additive random
white noise.

FIG. 8. The reconstruction results of the three distinct square cylinders from
excitation withP waves~a! andSV waves~b! using the MR-CSI method.
The data sets are generated using CG-FFT method with 10% additive ran-
dom white noise.

FIG. 9. The original profile of the concentric square cylinders.
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trast is updated by minimizing the error in the state equations
in a very simple manner. The most interesting feature of the
algorithm is that it does not solve any full forward problem
at any stage of the iteration. This feature, as also expressed in
Abubakaret al.,8 gives hope that a three-dimensional inverse
problem can be handled with a moderate computational
power. In addition, we have discussed a new type of regular-
ization that, together with the contrast source inversion
method, is an extremely effective and robust with respect to
noisy data algorithm. This new multiplicative regularized
CSI method is denoted as the MR-CSI method.

Future work will concern further refinements to make
the algorithm more applicable in real-world problems by re-
moving the assumption that the same traction operator oc-
curs in both media. This results in a very complicated hyper-
singular integral equation which also contains gradients of
the displacement fields. This will give more degrees of free-
dom to the problem, and the object will be reconstructed
from its Laméparameters. Future work should also be di-
rected toward extending the method to include measurements
at more than one frequency in order for larger contrasts to be
treated effectively.
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In the simultaneous multitone masking paradigm introduced by Neff and Green@Percept.
Psychophys.41, 409–415 ~1987!# the masker typically is a small number of tones having
frequencies and levels that are randomly drawn on every presentation. Large amounts of masking
for a pure-tone signal often occur that are thought to reflect central, rather than peripheral,
limitations on processing. Previous work from this laboratory has indicated that playing a rapid
succession of randomly drawn multitone maskers in each observation interval dramatically reduces
the amount of masking that is observed relative to a single burst~SB!. In this
multiple-bursts-different~MBD! procedure, the signal tone is the only constant frequency
component during the sequence of bursts and tends to perceptually segregate from the masker. In
this study, the number of masker bursts and the interburst interval~IBI ! were varied. The goals were
to determine how the release from masking relative to the SB condition depends on the number of
bursts and to examine whether increasing the IBI would cause each burst to be processed
independently. If the latter were true, it might disrupt the perception of signal stream coherence,
thereby diminishing the MBD advantage. However, multiple independent looks could also lead to
an improvement in performance. For those subjects showing large amounts of informational
masking in the SB condition, substantial reduction in masked thresholds occurred as the number of
masker bursts increased, while masking increased as IBI lengthened. The results were not consistent
with a simple version of a multiple-look model in which the information from each burst was
combined optimally, but instead appear to be attributable to mechanisms involved in the perceptual
organization of sounds. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1621864#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Lj@NFV# Pages: 2835–2845

I. INTRODUCTION

The multitone masking paradigm developed by Neff and
Green~1987! has been used by a number of investigators to
examine the effects of random spectral variation on simulta-
neous masking~e.g., Neffet al., 1993; Neff, 1995; Oh and
Lutfi, 1998; Wright and Saberi, 1999; Micheylet al., 2000;
Richardset al., 2002; Durlachet al., 2003a!. Typically, the
task of the listener is to detect a pure-tone signal of a fixed
and known frequency embedded in a masker that is com-
posed of a small number~e.g., 2–10! of tones having fre-
quencies that are randomly selected on each presentation.
The masking that is observed, which can be quite large on
average but varies considerably across individual observers
~Neff and Dethlefs, 1995; Oh and Lutfi, 1998; Durlachet al.,
2003a; Lutfiet al., 2003b!, does not appear to be attributable
to overlapping patterns of excitation on the basilar mem-
brane and in the auditory nerve, but instead to central pro-
cesses.

Kidd et al. ~1994! found that when multiple independent

samples of these multitone maskers were played in rapid
succession within an observation interval~multiple-bursts
different, or MBD!, the masking obtained relative to a single
burst ~SB! was significantly reduced—an effect that we will
refer to as the ‘‘MBD advantage.’’ No reduction in masking
was found when the SB masker was simply repeated in a
burst sequence of equal length~multiple-bursts same, or
MBS!. In the SB condition, thresholds were measured for a
50-ms, 8-component multitone masker~as well as for
maskers having fewer components!. In the MBD condition,
four independent 50-ms bursts were played in each observa-
tion interval. Although subjects differed considerably in their
performance, thresholds were, on average, nearly 20 dB
lower for the MBD condition than for the SB condition. Fur-
ther, in a second experiment with a different group of sub-
jects, the group-mean thresholds for MBD maskers com-
posed of many bursts~from 8 to 32! were about 20 dB lower
than for a 4-burst masker. All of the maskers had equal se-
quence duration, however, so that the duration of the indi-
vidual bursts became shorter as the number of bursts in-
creased. Although it is somewhat difficult to compare across
the two experiments because of the differences in stimuli and
the large differences among subjects, the overall pattern of
results suggests that—at least for 1 to 8 bursts—increasing
the number of bursts of the MBD stimulus significantly de-

a!Portions of this work were presented at the Midwinter Meeting of the
Association for Research in Otolaryngology in St. Petersburg Beach, FL,
February 2002.

b!Electronic mail: gkidd@bu.edu
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creased the amount of informational masking. The interpre-
tation of Kiddet al. ~1994! for the reduction in informational
masking found for the MBD masking condition was that the
signal tone—which was constant across bursts within a
sequence—formed a coherent auditory object that segregated
from the masker. The perceptual segregation of a signal from
a masker can be a very effective means for reducing infor-
mational masking~e.g., Neff, 1995; Oh and Lutfi, 1998;
Durlach et al., 2003a!. Thus, the advantage found for the
MBD masker relative to the SB masker, which may be as
great as 40–50 dB for some subjects~Kidd et al., 1994!, was
thought to reflect perceptual processes involved in the group-
ing and segregation of sounds.

An alternative explanation to that offered above is that
the MBD advantage reflects multiple chances to detect the
signal. Because the stimulus is arranged inN sequential
bursts in an observation interval, the observer hasN oppor-
tunities to detect the signal. Further, because the maskers in
each burst are independent samples, it might be expected that
considerable statistical power could be obtained by optimally
combining the information from each burst. Thus, from a
statistical decision theory perspective, some advantage in
MBD re: SB might be expected simply based on the fact
that there are more independent samples available to the ob-
server. Quantitative predictions of the improvement in de-
tectability owing to multiple observations have long formed
a fundamental part of signal detection theory~e.g., Swets
et al., 1959; Green and Swets, 1966!, and models based on
statistical summation have been proposed as explanations for
informational masking~e.g., Lutfi, 1993!. One particular
model in which the observations occur sequentially, and thus
appears to be a candidate for application to the MBD mask-
ing experiment, is termed the ‘‘multiple-look’’ model~Vi-
emeister and Wakefield, 1991!.

The present study is an attempt to evaluate these two
alternative explanations for the MBD advantage. While there
is little doubt that a multiple-look model would predict some
improvement in performance from multiple burstsre: SB, it
is by no means certain that it can account for the large ad-
vantages found previously. Two approaches toward evaluat-
ing the feasibility of a multiple-look interpretation of the
MBD advantage were taken here. First, both the number of
bursts in a sequence and the length of time between the
bursts~interburst interval, or IBI! were varied parametrically.
To be consistent with the multiple-look model, performance
should improve as the number of bursts increases,1 but
should be unaffected by changes in IBI. This is because the
version of the multiple-look model that is considered here2

treats each look as independent and equally detectable, and
assumes that the information from the looks is optimally
combined. Therefore, the time between bursts/observations
does not affect the predictions. In practice, this assumes that
there is no loss of information in memory. If, however, a
significant amount of information is lost over time due to
limitations on short-term memory, the assumption of the
model that looks are equally detectable may not hold. Also,
if the listener tends to weight the looks differentially over
time, giving less weight to earlier looks~e.g., Viemeister and
Wakefield, 1991; Buus, 1999! than to later looks, the infor-

mation from the sequence of looks may not be optimally
combined, again violating the assumptions of the simple
multiple-look model. This point is considered in detail in the
discussion. Also, the assumption of independence between
looks may not be valid for very short IBIs where the poten-
tial for interactions between rapid stimulus bursts would be
expected to be greater than between moderate or longer IBIs.

A second method for assessing the multiple-look model
is to examine the psychometric functions obtained in the
different conditions. Theoretically, given the assumptions
noted above, it would be expected that the index of detect-
ability, d8, should vary as the square root of the number of
looks.3 Further, the magnitude of the expected advantage in
signal-to-noise ratio for a fixedd8 afforded by multiple looks
depends on the slopes of the psychometric functions~e.g.,
Donaldsonet al., 1997!. The shallower the slopes of the psy-
chometric functions, which are assumed to be parallel for
different numbers of looks, the greater the advantage. Be-
cause the slopes of psychometric functions for informational
masking are known to be very shallow~e.g., Neff and Cal-
laghan, 1987!, the argument that the MBD advantage is due
to multiple looks seems plausible. Thus, it would seem to be
worthwhile to compare predictions of the reductions in
threshold for constantd8 as the number of bursts increases
with the changes in the obtained thresholds. Analysis of both
of these factors—the dependence of threshold on IBI and the
predictions obtained from the psychometric functions—
should provide a clearer understanding of the basis for the
MBD advantage.

II. METHODS

A. Listeners

Six young-adult college students served as listeners. The
ages ranged from 18 to 21 years. All listeners had normal
hearing as determined by audiometric evaluation. All six lis-
teners had served as subjects in previous informational
masking experiments including multitone conditions similar
to those tested here.

B. Stimuli

The stimuli were computer-generated at a 20-kHz rate
and subsequently low-pass filtered~KEMO VBF 8, 96 dB/
octave! at 7.5 kHz. The digital waveforms were played
through 16-bit DACs and an array of programmable analog
equipment~Tucker-Davis Technology! including attenuators
to control stimulus levels, mixers to combine stimuli, and
headphone buffers to drive the earphones. The multitone
maskers were composed of 60-ms bursts~10/40/10-ms rise/
steady-state/decay with cosine-squared ramps! of 8 frequen-
cies. There was no temporal overlap between bursts. The
masker frequencies were drawn randomly and independently,
without replacement, on each burst from a uniform distribu-
tion on a logarithmic scale bounded by 200 and 5000 Hz
excluding a protected region extending from 851–1175 Hz.
The maskers were presented at 70 dB SPL~61 dB/tone!.
Within a block of trials the number of bursts in a given
masker was 1, 2, 4, or 8 with a different random draw of
frequencies present in each burst. The maskers in the two
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intervals of each trial were also different sets of samples.
There were five IBIs tested: 0, 50, 100, 200, and 400 ms.
Some examples of the multitone maskers are illustrated sche-
matically in Fig. 1.

In addition, a Gaussian noise masker was tested for
comparison with the results from the multitone maskers. The
Gaussian noise was digitally generated and filtered from
200–5000 Hz~slopes.96 dB/octave! with no protected re-
gion and was presented in a 1-burst condition and at all IBIs
in a 4-burst condition. This masker was intended to produce
primarily energetic masking~that is, masking produced by
overlapping patterns of excitation in the auditory periphery;
cf. Kidd et al., 2002! and is included for comparison with the
informational maskers. The temporal characteristics were the
same as for the multitone maskers, and the overall level of
presentation was also 70 dB SPL. The signal was a sequence

of 1000-Hz tone bursts played synchronously with the
masker bursts. Both signal and masker phases were chosen at
random on each burst.

C. Procedures

The task was 2-interval, 2-alternative forced choice. The
masker, when present, was held constant in level and the
signal was varied adaptively in level in a 2-down, 1-up track-
ing routine that estimates the 70.7%-correct point on the psy-
chometric function~Levitt, 1971!. The starting level for the
signal was set to 10–15 dB above the expected threshold so
that it was clearly audible at the beginning of the adaptive
track. The initial step size for the signal was 4 dB, which was
reduced to 2 dB after four reversals. There was a minimum
of 50 trials in each block of trials. If at least nine reversals
were not obtained at the end of 50 trials, the block was
extended until nine reversals were obtained. The thresholds
that are reported are the means of the reversals after the first
three or four were discarded~whichever resulted in an even
number of reversals with a minimum of six!. Response feed-
back was provided after every trial.

The subjects listened monaurally using their preferred
ear through a calibrated TDH-50 earphone. They listened in
individual, double-walled, sound-attenuating booths while
seated in front of an LCD display which provided informa-
tion about observation and response intervals and trial-by-
trial feedback, and a keyboard, which allowed the registering
of responses. Quiet signal thresholds were measured for the
8-burst signal and were, on average, 7.5, 9.7, 2.2, 1.0, 9.0,
and21.3 dB SPL, for each listener L1–L6, respectively. The
data that are reported are means from a minimum of eight
repetitions per subject per condition.

III. RESULTS

Individual masked thresholds from all six listeners for
all multitone-masker conditions are presented in Fig. 2 and
Table I.

The abscissa of Fig. 2 is the number of bursts and the
ordinate is masked signal threshold. The parameter of the
graph is IBI. Each panel shows the results for one listener.
The 1-burst~or SB! condition is represented by a different

FIG. 1. Schematic examples of the multitone maskers and signal. In each
panel, the 1000-Hz signal~bold! is shown along with a typical masker
sample. The upper two panels illustrate different numbers of masker bursts
~1 and 8! for the 0-ms IBI, while the lower panels illustrate 2 different IBIs
~0 and 100 ms! for the 4-burst masker. Note the different scales for upper
and lower panels.

FIG. 2. Masked thresholds for all six
listeners for all of the multitone
masker conditions. The abscissa is the
number of masker bursts in an interval
and the ordinate is the sound-pressure
level. The parameter of the graph is
the interburst interval. The data points
are means and standard deviations
across repetitions. The star is for the
single-burst condition. The figure key
indicates the symbols for the different
IBIs.
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symbol ~star! and is not connected to the other functions
because it was only measured once and has no IBI associated
with it.

First, it is apparent that subjects differ significantly with
respect to the amount of masking obtained in these condi-
tions. This is a common finding in studies of informational
masking in general, and has often been reported in experi-
ments employing multitone maskers and pure-tone signals in
a detection task~e.g., Neff and Dethlefs, 1995; Oh and Lutfi,
1998; Durlachet al., 2003a; Lutfiet al., 2003b!. The reasons
for the large intersubject differences in informational mask-
ing are not well understood and continue to be of active
research interest. Oxenhamet al. ~2003! note that highly
trained musicians demonstrate less informational masking in
tasks that require the subject to ‘‘hear out’’ a pure-tone sig-
nal, as was the case in the current study. Also, smaller inter-
subject differences appear to occur for other types of tasks
demonstrating informational masking such as speech-on-
speech masking~e.g., Brungart, 2001; Arbogastet al., 2002!.

Despite the differences between subjects noted above,
all subjects showed a progressive decline in threshold as the
number of bursts increased for the briefer IBIs, with the

amount of improvement very much dependent on how much
masking was produced in the 1-burst condition. The higher
the threshold for a single burst, the greater the decline in
threshold as the number of bursts increased. For example, the
threshold for L2 in the 1-burst condition was about 31.7 dB
SPL and only improved by about 12 dB as the number of
bursts increased to 8 for the 0-ms IBI condition. In contrast,
L1, L5, and L6 had 1-burst thresholds greater than 70 dB
SPL, and for 0-ms IBI improved by more than 50 dB as the
number of bursts increased to 8. In general, the advantage
due to increasing the number of bursts was greatest at the
shortest IBI and diminished as IBI increased. These three
listeners still demonstrate more than 40 dB of improvement
when the IBI is 50 ms, whereas the advantage for multiple
bursts is greatly diminished for the longer IBIs. This is in
contrast to L2 and L3, who show relatively low detection
thresholds for the 1-burst case, modest improvement with
increasing number of bursts, and little change with IBI. In
cases where the thresholds were higher than the level of the
tones comprising the masker, as occurred for L1, L5, and L6,
the possibility cannot be ruled out that the subjects were
simply responding to overall loudness which may well re-

TABLE I. Individual average masked thresholds and standard deviations for listeners 1–6~L1–L6! for all
conditions. Also, group-mean thresholds and standard errors of the means are tabulated. Empty cells are for
conditions not tested.

IBI ~ms! Listener

Number of bursts

1 1 ~Gaussian! 2 4 4 ~Gaussian! 8

0 L1 75.6~5.1! 54.3 ~3.3! 57.6 ~15.7! 27.8 ~14.5! 53.8 ~6.6! 19.6 ~3.7!
L2 31.7 ~5.3! 52.3 ~2.2! 23.5 ~2.5! 20.7 ~2.9! 50.4 ~2.3! 19.3 ~3.9!
L3 45.5 ~11.4! 54.7 ~3.8! 33.2 ~8.7! 19.4 ~6.4! 51.8 ~2.7! 16.5 ~8.1!
L4 52.8 ~10.9! 53.7 ~2.7! 38.7 ~8.3! 16.6 ~5.1! 49.0 ~2.3! 11.5 ~4.2!
L5 76.3 ~9.8! 53.5 ~2.6! 56.5 ~20.7! 29.0 ~5.4! 50.9 ~1.5! 24.2 ~2.5!
L6 71.0 ~5.5! 55.1 ~3.3! 64.3 ~8.4! 18.3 ~3.7! 53.0 ~2.0! 13.2 ~3.2!

AVG ~se! 58.8 ~7.5! 53.9 ~0.4! 45.6 ~6.6! 22.0 ~2.11! 51.5 ~0.7! 17.4 ~1.9!
50 L1 62.9~18.7! 48.0 ~11.6! 53.3 ~5.2! 35.5 ~9.5!

L2 25.6 ~6.8! 22.8 ~4.0! 50.5 ~2.1! 19.8 ~2.8!
L3 33.4 ~8.1! 21.2 ~4.7! 52.3 ~2.7! 17.6 ~6.5!
L4 39.6 ~6.7! 26.3 ~7.5! 50.6 ~1.8! 18.6 ~6.3!
L5 66.4 ~8.0! 36.0 ~5.2! 51.8 ~1.9! 34.7 ~4.0!
L6 63.3 ~6.9! 23.6 ~6.5! 50.0 ~3.1! 12.9 ~6.4!

AVG ~se! 48.5 ~7.3! 29.7 ~4.3! 51.4 ~0.5! 23.2 ~3.9!
100 L1 73.4~11.0! 51.6 ~10.2! 55.6 ~4.2! 54.6 ~13.7!

L2 27.8 ~10.0! 22.9 ~2.7! 51.4 ~1.3! 21.2 ~2.7!
L3 33.9 ~10.2! 22.2 ~4.4! 51.7 ~3.7! 18.0 ~3.4!
L4 38.6 ~8.1! 29.6 ~5.0! 50.6 ~2.8! 25.2 ~5.6!
L5 64.0 ~16.7! 35.0 ~4.0! 52.2 ~1.8! 30.0 ~2.3!
L6 64.5 ~5.4! 43.8 ~16.3! 52.9 ~3.0! 21.3 ~5.9!

AVG ~se! 50.4 ~7.8! 34.2 ~4.8! 52.4 ~0.7! 28.4 ~5.5!
200 L1 70.3~9.0! 64.0 ~10.8! 55.0 ~2.4! 54.3 ~16.0!

L2 26.7 ~5.6! 22.7 ~5.5! 52.3 ~2.1! 20.6 ~3.4!
L3 32.4 ~9.5! 25.2 ~10.2! 53.5 ~1.5! 20.8 ~7.6!
L4 44.3 ~18.9! 32.4 ~4.3! 50.2 ~3.0! 32.6 ~7.5!
L5 60.9 ~19.5! 47.4 ~10.4! 53.5 ~1.2! 39.2 ~13.3!
L6 61.7 ~5.8! 57.6 ~7.9! 54.0 ~3.0! 64.7 ~4.0!

AVG ~se! 49.4 ~7.2! 41.6 ~7.1! 53.1 ~0.7! 38.7 ~7.3!
400 L1 65.2~7.2! 53.0 ~8.6! 55.0 ~4.6! 58.2 ~13.0!

L2 25.1 ~2.7! 21.7 ~9.1! 50.3 ~2.0! 21.3 ~3.2!
L3 33.8 ~10.4! 24.2 ~8.1! 51.9 ~2.3! 19.9 ~5.1!
L4 46.8 ~13.5! 39.2 ~8.8! 51.0 ~3.5! 37.2 ~12.4!
L5 69.5 ~7.5! 56.9 ~12.1! 54.6 ~1.4! 52.0 ~10.0!
L6 68.1 ~3.0! 67.0 ~6.2! 54.9 ~1.9! 65.0 ~5.9!

AVG ~se! 51.4 ~7.8! 43.7 ~7.5! 52.9 ~0.9! 42.3 ~7.8!
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flect an upper limit on the amount of masking that is pro-
duced in these conditions.

Group-mean thresholds and standard errors of the mean
are shown in the left panel of Fig. 3 plotted on the same
coordinates as Fig. 2.

As a group, the mean decrease in threshold as the num-
ber of bursts increased from 1 to 8 was about 41.5 dB for 0
ms IBI, while at the 400-ms IBI, the reduction in threshold
was about 16.5 dB. A related aspect of these findings is that
the intersubject variability was greatest for the conditions in
which the most masking occurred. This result is illustrated in
the right panel of Fig. 3, which shows the standard error of
the mean across subjects~same as the error bars shown in the
left panel!. Comparison of the two panels of Fig. 3 reveals a
high degree of similarity in the overall form of the data. And,
as might be expected based on such qualitative similarity,
there was in fact a significant positive correlation (r 50.90,
p,0.001) between the group-mean masked thresholds and
the standard errors of the mean. This result reinforces the
view that: ~a! subjects differ considerably in their suscepti-
bility to informational masking, and~b! conditions producing
large amounts of informational masking will also be charac-
terized by large intersubject differences.

The effect of varying IBI is illustrated in Fig. 4 as inter-

subject mean thresholds and standard errors of the means for
each number of masker bursts. In this figure, the multitone
data from Fig. 3 are replotted and the data from the Gaussian
noise conditions are added.

It is apparent from these results that the effects of in-
creasing IBI were greater for multitone maskers~filled sym-
bols! having 4 or 8 bursts than for maskers having only 2
bursts. For 2-masker bursts, group-mean thresholds in-
creased about 6 dB over the range of IBIs tested, while for 4-
and 8-masker bursts the increase in threshold was more than
20 dB. An analysis of variance performed on the data from
the multitone maskers~excluding the 1-burst condition! in-
dicated that the main factors of number of bursts@F(2,10)
527, p,0.001] and IBI @F(4,20)57.0, p,0.001] were
highly significant, as was the 2-way interaction@F(8,40)
53.9, p,0.002].

It is of interest to compare the results obtained from the
Gaussian noise masker~unfilled symbols! with the corre-
sponding results from the multitone maskers because they
presumably represent the consequences of two different
types of masking, energetic and informational, respectively.
First, on average, there was only a 2.5-dB decrease in thresh-
old obtained by increasing the number of bursts from 1 to 4
at 0-ms IBI. The corresponding improvement for the multi-
tone masker was about 37 dB. Also, the change in threshold
with increasing IBI was much less for the noise masker, in-
creasing only about 1.5 dB over the range of IBIs tested
compared to an increase of 21.7 dB for the 4-burst multitone
masker. If it is assumed that the listener could simply com-
pare the last burst in the sequence in the first interval with
the first burst of the sequence in the second interval, the
effect of IBI would not be expected to be very large, because
the level to which the thresholds increase should not exceed
the 1-burst threshold. Hence, the difference in 1-burst and
4-burst thresholds determines the entire range of perfor-
mance expected when IBI is varied. Overall, then, small ef-
fects of varying the number of bursts and the IBI were found
for the subset of conditions tested with the Gaussian noise
masker. In addition, the differences between listeners were
very small, with standard errors of the mean less than 1 dB in
all conditions.

The results from the multitone masker, which indicate
that thresholds improve significantly with number of bursts
~consistent with the multiple-look model! but worsen as IBI
increases~inconsistent with the multiple-look model!, can
only partly answer the question of whether that model can

FIG. 3. The left panel shows group-
mean masked thresholds and standard
errors for all multitone masker condi-
tions plotted in the same way as Fig. 2.
The abscissa is the number of bursts
and the parameter is the IBI. The right
panel shows the standard error of the
mean of the group thresholds for all of
the multitone masker conditions plot-
ted in the same manner as the left
panel.

FIG. 4. The data from Fig. 3 are replotted along an abscissa that is IBI with
the parameter being number of bursts~see the symbol key!. In addition to
the data from the multitone maskers, the results from the Gaussian noise
masker are plotted~unfilled symbols!. Single-burst results are arbitrarily
plotted at an IBI of 0 ms.
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TABLE II. Individual and group-mean values of the slopes and proportions of variance accounted for, for the straight line fits~in coordinates of masked signal threshold in dB and logd8) to the data for all conditions.

IBI ~ms! Listener

Number of bursts

1 1 ~Gaussian! 2 4 4 ~Gaussian! 8

Slope Pvar Slope Pvar Slope Pvar Slope Pvar Slope Pvar Slope Pvar

0 L1 20.001 0.01 0.029 0.64 0.005 0.13 0.004 0.22 0.033 0.66 0.024 0.73
L2 0.016 0.63 0.057 0.76 0.035 0.63 0.047 0.98 0.090 0.92 0.063 0.93
L3 0.008 0.51 0.051 0.70 0.017 0.55 0.026 0.72 0.062 0.82 0.016 0.62
L4 0.007 0.43 0.072 0.94 0.015 0.68 0.041 0.56 0.076 0.70 0.053 0.80
L5 20.003 0.16 0.049 0.72 0.003 0.05 0.051 0.94 0.119 0.99 0.031 0.60
L6 0.021 0.63 0.045 0.33 0.007 0.12 0.013 0.48 0.078 0.93 0.047 0.93

AVG ~se! 0.008~0.004! 0.40~0.10! 0.05~0.006! 0.68~0.08! 0.014~0.005! 0.36~0.12! 0.030~0.008! 0.65~0.12! 0.076~0.012! 0.84~0.06! 0.039~0.007! 0.76~0.06!
50 L1 0.001 0.00 0.010 0.34 0.031 0.65 0.014 0.57

L2 0.018 0.85 0.045 0.80 0.088 0.81 0.064 0.89
L3 0.016 0.85 0.038 0.67 0.059 0.84 0.024 0.79
L4 0.008 0.57 0.018 0.53 0.055 1.00 0.021 0.84
L5 0.015 0.35 0.015 0.85 0.096 0.91 0.035 0.78
L6 0.020 0.72 0.010 0.68 0.034 0.66 0.011 0.23

AVG ~se! 0.013~0.003! 0.56~0.14! 0.023~0.006! 0.64~0.07! 0.060~0.011! 0.81~0.06! 0.028~0.008! 0.68~0.10!
100 L1 0.004 0.03 0.001 0.01 0.050 0.72 0.002 0.11

L2 0.015 0.66 0.049 0.73 0.083 0.64 0.058 0.69
L3 0.009 0.63 0.032 0.90 0.055 0.84 0.024 0.80
L4 0.013 0.86 0.018 0.57 0.051 0.77 0.023 0.84
L5 20.002 0.03 0.019 0.78 0.077 0.84 0.012 0.62
L6 0.014 0.81 0.001 0.01 0.076 0.95 0.007 0.29

AVG ~se! 0.009~0.003! 0.50~0.15! 0.020~0.008! 0.50~0.16! 0.065~0.006! 0.79~0.04! 0.021~0.008! 0.56~0.12!
200 L1 0.012 0.50 0.002 0.05 0.150 0.86 0.003 0.09

L2 0.028 0.75 0.030 0.87 0.106 0.96 0.059 0.98
L3 0.014 0.77 0.012 0.54 0.103 0.89 0.016 0.73
L4 0.001 0.01 0.020 0.82 0.053 0.53 0.015 0.63
L5 20.002 0.09 0.007 0.29 0.068 0.80 0.009 0.40
L6 0.022 0.90 0.009 0.28 0.073 0.74 0.014 0.68

AVG ~se! 0.013~0.005! 0.50~0.15! 0.013~0.004! 0.48~0.13! 0.092~0.014! 0.80~0.06! 0.020~0.008! 0.58~0.13!
400 L1 0.015 0.47 0.011 0.53 0.036 0.67 20.005 0.16

L2 0.048 0.95 0.011 0.23 0.105 0.69 0.047 0.85
L3 0.013 0.57 0.027 0.73 0.031 0.35 0.019 0.69
L4 0.006 0.30 0.016 0.81 0.051 0.49 0.010 0.46
L5 0.016 0.42 0.007 0.31 0.086 0.61 0.005 0.08
L6 0.036 0.96 0.010 0.33 0.074 0.77 0.012 0.77

AVG ~se! 0.022~0.007! 0.61~0.11! 0.014~0.003! 0.49~0.10! 0.064~0.012! 0.60~0.06! 0.015~0.007! 0.50~0.13!
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account for the MBD advantage. This is because all of the
data presented to this point were estimates obtained at a
single level of performance; i.e., the 70.7%-correct point es-
timated by the adaptive tracking procedure. Before consider-
ing the extent to which a multiple-look model can explain
these results, it is important to examine the underlying psy-
chometric functions.

The psychometric functions were reconstructed from the
trial-by-trial record of the adaptive tracks used to measure
masked thresholds. The percent-correct values were con-
verted tod8, the logarithms of thed8s were obtained, and the
data~signal level in dB versus logd8) were fit with weighted
~by number of trials! linear least-squares functions. Table II
is a summary of the fits to the data for all subjects and con-
ditions.

As is apparent from inspection of Table II, the slopes of
the reconstructed psychometric functions vary considerably
from individual to individual and condition to condition, and
the fits are often quite poor, especially, as would be expected,
for the very shallow slopes. Ideally, an analysis of the slopes
of these psychometric functions would not be based on esti-
mates obtained from adaptive tracking runs. This is because
adaptive procedures concentrate the levels of the adapting
stimulus around a single point on the function~70.7%-
correct here! and fewer trials are obtained at levels remote
from that point, potentially reducing the precision of the re-
constructed functions. Nonetheless, there are consistent
trends apparent in the data. Figure 5 contains the group-mean
slopes of the psychometric functions for the multitone
masker~filled symbols! plotted as a function of the number
of bursts for different IBIs.

First, the slope for 1 burst is the shallowest of all at
about 0.008 logd8 units per dB. For 0-ms IBI, the slope in-
creased as the number of bursts increased, up to a value of
about 0.04 for 8 bursts. And, continuing the inspection of the
8-burst data, the group-mean slopes decreased in an orderly
way as IBI increased declining to a value of about 0.015 at

an IBI of 400 ms. Also shown are the slope values obtained
from the fits to the data from the Gaussian noise masker
~unfilled symbols!. The slopes for all of the Gaussian noise
masker conditions are steeper than all of the corresponding
multitone masker conditions; in fact, the two sets of slope
values are completely nonoverlapping.

An analysis of variance performed on the slopes for the
multitone maskers~excluding the 1-burst condition! revealed
that IBI was a significant main factor@F(4,20)55.93, p
,0.005], whereas number of bursts was not@F(2,10)
52.85,p50.105]. The interaction between IBI and number
of bursts was also significant@F(8,40)53.12,p,0.01]. The
group-mean slopes for the multitone maskers were nega-
tively correlated with the masked thresholds (r
520.88,p,0.001 for all values including the 1-burst con-
dition!. The correlation between all of the individual slopes
and thresholds was also significant atr 520.58 (p
,0.001). Group-mean slopes versus thresholds for the
Gaussian noise masker were not significantly correlated (r
520.19,p.0.1). By comparison, the correlation of group-
mean slopes and thresholds using the multitone data for only
1 and 4 bursts was statistically significant (r 520.96, p
,0.01). Thus, a general trend is that the slopes vary in an
orderly way, with shallow slopes corresponding to conditions
producing large amounts of informational masking and
steeper slopes found for conditions producing less informa-
tional masking. These results are in agreement with others
using the multitone masking procedure~e.g., Neff and Cal-
laghan, 1987; Durlachet al., 2003c; Lutfiet al., 2003a! and
with a similar trend found in the slopes of performance-level
functions for discrimination and identification studies~e.g.,
Kidd et al., 1998, 2002; Arbogastet al., 2002!. Taken as a
whole, these findings suggest that shallow psychometric
function slopes are a general characteristic of informational
masking. The slopes reported here for detecting a tone in a
Gaussian noise masker range from 0.05–0.09, which are in
good agreement with the slopes of psychometric functions
reported by Buus~1999!, which averaged about 0.076 for
detecting a tone in 1, 2, 4, and 6 bursts of narrow-band noise.
They are slightly shallower, though, than the range from
0.08–0.15 for normal hearing listeners reported by Carlyon
et al. ~1990! for unmasked detection of tone sequences and
the group-mean slope of 0.15 reported by Viemeister and
Wakefield~1991! for detecting tone pulses in noise. Overall,
then, the slope analysis indicated that there was a significant
negative correlation between slope and masked threshold in
the multitone masking conditions. No significant correlation
between these two variables was found for the Gaussian
noise masker conditions. In all cases, the slopes were much
steeper when the masker was Gaussian noise than when the
masker was a multitone complex for either the 1-burst or
MBD conditions. Despite the poor fits, the conclusion that
psychometric function slopes are roughly inversely related to
the amount of informational masking appears to hold for the
conditions tested in this study and may prove to be a general
property of informational masking.

FIG. 5. Group-mean slope values and standard errors for the fits to the
psychometric functions. The abscissa is the number of masker bursts and the
ordinate is the slope obtained from the fits in logarithmicd8 units ~see the
text!. The parameter of the graph is the IBI. The filled symbols show the
data for the MBD masker and the unfilled symbols show the data from the
Gaussian noise masker.
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IV. DISCUSSION

There were two main purposes of the current study. The
first purpose was to examine parametrically the effect of
varying the number of bursts and IBI in the MBD measure-
ment paradigm. The results of the parametric examination of
those variables are discussed below. The second purpose of
this study was to evaluate the hypothesis that the MBD ad-
vantage can be attributed to multiple looks. For a number of
reasons also discussed below, our conclusion, acknowledging
certain qualifications, is that a simple multiple-look explana-
tion for the MBD advantage is not supported by these data.

To summarize the empirical findings: first, for the mul-
titone maskers, it was noted that subjects differed in the
amount of informational masking produced in the various
number-of-bursts/IBI conditions. The intersubject differences
were not constant across conditions but were significantly
correlated with the amount of masking that was produced.
There was no similar correlation found for the Gaussian
noise masker. The finding that subjects differ more in infor-
mational masking than energetic masking was expected
based on earlier work by Kiddet al. ~1994! using the
multiple-bursts paradigm and the related single-burst studies
of others~e.g., Neff and Dethlefs, 1995; Neff, 1995; Oh and
Lutfi, 1998; Richardset al., 2002; Durlachet al., 2003a;
Lutfi et al., 2003b!. Nonetheless, the systematic variation of
the magnitude of the individual differences as a function of
the amount of informational masking obtained across the
various conditions tested here was remarkable. Second, the
group-mean data indicated a clear and significant role of both
number of bursts and IBI, as well as an interaction between
the two. At short IBIs, increasing the number of bursts re-
sulted in an enormous decrease in threshold for most listen-
ers. This was particularly true for increasing the number of
bursts from 1 to 4, but less of an advantage was found in
increasing the number of bursts from 4 to 8. The latter may
reflect a ‘‘floor’’ effect, whereby the informational compo-
nent of masking has been nearly eliminated. If the remaining
masking was primarily energetic, then little improvement
with increasing number of bursts would be expected—
consistent with the finding from the~largely energetic!
Gaussian noise masker conditions tested here. And, assuming
that energetic masking is determined primarily by peripheral
factors, the differences between subjects would be expected
to be much less than for conditions dominated by informa-
tional masking~e.g., Neff and Dethleffs, 1995; Oxenham
et al., 2003!. In the group-mean data, at long IBIs, thresholds
were relatively high for all numbers of bursts and the amount
of improvement as the number of bursts increased was sig-
nificantly diminished. This statement should be qualified by
the observation that two of the listeners, L2 and L3, show
smaller but substantial benefit of increasing the number of
bursts for 0-ms IBI and little difference in that improvement
for longer IBIs.

The group-mean slopes of the psychometric functions
for the multitone masker conditions were found to vary in a
systematic way that was significantly~negatively! correlated
with the masked thresholds. This meant that the conditions
producing the widest range of thresholds—the briefer IBIs—

also had the widest range of psychometric-function slopes
~i.e., deviated the most from parallel!.

The conclusion that the multiple-look model cannot ac-
count for the MBD advantage is based on findings that are
inconsistent with the assumptions of the simple form of the
model considered here. For conditions in which large reduc-
tions in the group-mean masked thresholds occurred for mul-
tiple bursts relative to that obtained for a single burst, in-
creasing IBI significantly increased thresholds—more than
25 dB in some cases for the IBIs tested here. As discussed in
the Introduction, the increase in thresholds with increasing
IBI is not consistent with the predictions of a multiple-look
model that assumes that each look is equally detectable and
optimally combined. Likewise, the finding that the slopes are
not constant across conditions, but vary in a systematic way,
also violates the assumptions of the model.

There are at least two potential explanations, which may
not be mutually exclusive, for the finding that thresholds
increase with increasing IBI. It is possible that there is a
rather massive loss of information during the IBI due to de-
cay of a short-term/working memory store. This could be a
reflection of increasing ‘‘memory noise’’ over time. Or, it
could be that this result occurred because of a loss of signal
coherence as the bursts are separated in time, leading to a
diminishing of the perceptual segregation of the signal from
the masker. With respect to the explanation based on decay
of short-term auditory memory, the issue is complex. Vi-
emeister and Wakefield~1991! do not comment directly on
how decay of memory might compromise the stored looks or
how that might affect the ability of the observer to use that
information. They describe the memory process involved in
the multiple-look model~as applied to temporal integration
for detection threshold! as a vector of observations that are
each the output of a 3-ms sliding window~following filtering
and rectification! and are stored in a buffer that is subse-
quently available for processing. They speculate that ‘‘These
looks are available for various types of computations and
comparisons. The observer can scan this vector to find, for
example, periodic envelope fluctuations or a gap in the in-
put...’’ ~p. 859! and ‘‘...~the looks! can beselectivelyused for
further processing and decision making’’~p. 865!. As an ex-
ample, they point out that the classical temporal integration
function proposed by Plomp and Bouman~1959! can be
fairly well approximated by assuming that the looks are
weighted according to an exponentially increasing function,
and that looks nearer in time are weighted more heavily than
looks remote in time and could reflect any of a number of
possible mechanisms. For example, the weights might indi-
cate the decay of short-term memory by assuming that the
weight is proportional to the ‘‘strength’’ of the trace of the
sound, which could diminish over time, or perhaps by as-
suming that memory noise increases over time, leading the
observer to count earlier data as less reliable than later data.
Buus ~1999! has shown that differential weighting of looks
can be used to account for temporal integration functions that
exhibit segments having different slopes. The estimates of
weights he obtained for detecting a tone in multiple bursts of
a narrow band of noise, while statistically significant, varied
only modestly over time. In a study by Carlyonet al. ~1990!,
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the general assumption with respect to memory seems to be
that spacing the tone pulses farther apart—up to 160 ms for
pulse trains consisting of as many as 10 pulses—simply as-
sured that each would be independent. Their data show some
evidence of a decline in performance with increasing inter-
pulse interval, but nothing approaching what was found here.
However, as mentioned earlier, the amount that performance
can be degraded as the length of time between stimuli is
increased is presumably limited by performance for a single
stimulus. For example, in Carlyonet al. ~1990!, the differ-
ence in thresholds between 1 pulse and 10 pulses was, on
average, about 8 dB. Likewise in the current study, as the
number of bursts increased from 1 to 4 for the Gaussian
noise masker, the decrease in signal threshold was only about
2.5 dB.4 For the informational~multitone! maskers used here
the range of thresholds is several orders of magnitude
greater. Also, the expectation about the role of loss of infor-
mation due to decay of memory between stimuli depends on
the type of memory process that applies to the task and
stimuli. Perhaps the most widely accepted theory of how
memory for auditory stimuli affects detection or discrimina-
tion performance is that proposed by Durlach and Braida
~1969!. Their theory posits two distinctly different forms of
memory for sounds: a ‘‘sensory-trace’’ coding mode, in
which an image of the stimulus is actively maintained
through rehearsal over time until a judgment is made or an-
other stimulus is available for comparison. Sensory-trace
coding memory is highly susceptible to corruption or noise
over time and performance characteristically decreases as a
function of interstimulus interval~ISI!. The second form of
memory for sounds is referred to as ‘‘context-coding’’
memory, in which a verbal representation of some value or
property of the stimulus is stored. Context-coding memory is
relatively immune to decay over time and is limited by the
range of stimulus values encountered in the experiment. In
order for the extremely large effects of IBI found here to be
consistent with a decay-of-memory explanation, one would
presumably have to argue that listeners were limited to stor-
ing and comparing sensory traces and that the amount of
decay or noise occurring over time would be much larger
than that which has typically been observed in the past.
Greenet al. ~1983! demonstrated that when either simple or
complex sounds were presented in a way that required suc-
cessive comparisons~of sound intensity in their study!, per-
formance declined in the expected way with increasing inter-
stimulus interval~ISI! out to 8 s. The magnitude of the
increase in thresholds they found—corresponding to a level
difference of about 3.5 dB—was still much smaller than that
which was found here. However, when the judgment could
be made independently in the two intervals~determining a
particular type of alteration in the shape of a known complex
spectrum!, no increase in threshold was observed over the
same 8-s ISI. They speculated that, when the task involved a
simultaneous comparison of level across frequency~profile
analysis!, each stimulus could be evaluated separately with-
out the need to hold a sensory trace of the first stimulus of
the pair during the ISI. However, the issue is not simply
broadband versus narrow-band analysis or intensity discrimi-
nation versus profile analysis. Kiddet al. ~1988! demon-

strated that even spectral shape judgments could be suscep-
tible to the decay of sensory traces if the reference spectra
were randomized between trials, thereby forcing the subjects
to directly compare successive sounds. However, when the
sounds were randomized in spectral shape on every presen-
tation, performance not only became worse overall, the
thresholds were not greatly affected by ISI, suggesting that
perhaps the listeners were adopting a context-coding mode
of operation. The stimuli used in the Kiddet al. ~1988! study
were in some ways similar to the maskers used in the present
experiments: they were composed of multiple tones that
were randomized in a way that caused significant spectral
variability from sample to sample. To the extent that the
Kidd et al. ~1988! findings have any bearing on the issue of
how decay of memory might have influenced the current
results, they would support the interpretation that the large
increases in threshold found with increasing IBI were not
simply due to sensory-trace memory noise. In any case, we
are not aware of any evidence that would support the inter-
pretation that decay of short-term memory during the burst
sequence can account for the 25-dB effect found here.

The other interpretation of this result, that the progres-
sive elevation in threshold as a function of IBI is due to a
loss of auditory stream coherence, seems more likely if only
because of the time frame involved. Dating from the early
work of van Noorden~1975; see also the recent review by
Moore and Gockel, 2002!, it has been known that slowing
down the rate of, or inserting sufficiently long silent intervals
between, tone pulses forming an auditory stream will lead to
the loss of the perception of coherence of the elements. Breg-
manet al. ~2000! found that the rated difficulty of maintain-
ing a coherent stream~a ‘‘galloping rhythm’’! for a given
frequency difference between tones played in a sequence was
generally monotonically related to the ISI~time between el-
ements of the same frequency! for a range of ISIs~50–150
ms! overlapping the range of IBIs tested here. However,
stream formation is known to build up over a longer time
frame than tested here, and recent evidence has demonstrated
that the build-up of streaming is highly dependent on atten-
tional focus~Carlyon et al., 2001!. If in fact the MBD ad-
vantage is due to the perception of a stream emerging from a
random background as the burst sequence progresses, it is
not surprising that the coherence of the stream would both
build up as the number of bursts increases and diminish as
the time between the elements increases. Some caution is
necessary, however, in distinguishing between these two
explanations—decay of sensory-trace memory stores and
loss of stream coherence—for the large effects of IBI found
here for the MBD stimuli. This is because both phenomena
depend on persistence of excitation—almost certainly at
higher levels of the auditory system—over time in common
frequency regions. Although the time course and magnitude
of the effects seem very different, the experimental tasks and
procedures used to examine them are also very different.
Because of this, and because the results are presented in very
different metrics, we cannot rule out the possibility that both
are manifestations of the same memory process and the dif-
ference has to do with the degree of active effort of the
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listener to maintain, rehearse, or otherwise influence the im-
age.

A second important assumption of the multiple-look
model that is violated by the current findings is that the psy-
chometric functions are parallel across conditions—
especially for a given number of bursts as IBI is varied.
Given the discussion above, it might be possible to account
for the data from the 0-ms IBI condition by relaxing the
assumption that the looks contribute equally to detection.
This could occur either because the looks are not equally
detectable or they are not optimally combined. It is plausible,
for example, that a weighting function in which more recent
looks contribute more heavily to detection than earlier looks,
combined with a very shallow underlying psychometric
function, could predict the magnitude of the MBD advantage
found here. However, this still does not reconcile the system-
atic variation in the slopes of the functions. A particularly
clear explanation of the relationship between number of
looks and the slope of the psychometric function is found in
Donaldsonet al. ~1997; see their Fig. 1 and the derivation in
Appendix, p. 3719!. They studied temporal integration in
listeners with cochlear implants and evaluated the extent to
which a multiple-look model could account for that phenom-
enon. As they explain, the expectation regarding the im-
provement in performance due to multiple observations is
that the slopes of the psychometric functions remain invari-
ant ~in coordinates of logd8 and signal level in dB!. The
amount of improvement with increasing number of looks is
thus inversely related to the slopes of the functions. Because
of the necessity of this assumption, Buus~1999! fit his func-
tions using one value for slope across number of bursts. Such
an analysis is not possible here because, as discussed above
when considering the data in Table II and Fig. 5, there is a
significant and systematic change in the slopes of the func-
tions as the number of bursts/IBI changed. In fact, the results
are completely opposite of what one might expect based on a
multiple-look model. Because the slopes covary with masked
thresholds, the conditions that produced the greatest MBD
advantage~brief IBIs! are the ones where the psychometric
function slopes changed the most as the number of bursts
was changed. The finding that the slopes of the psychometric
functions vary in a systematic way suggests that different
mechanisms—energetic and informational masking—affect
the results to varying degrees in the different conditions.

A final point regarding the application of the multiple-
look model to the MBD stimulus is that it is difficult to
specify the initial stages of the model with the same preci-
sion that Viemiester and Wakefield~1991! did for temporal
integration. For detecting a tone in quiet or in fixed-level
Gaussian noise, the classical critical-band energy-detector
model has been widely and successfully applied. For infor-
mational masking, though, performance must certainly be
related to the energy in the frequency region near the signal,
but masker energy remote from the signal is also crucial.
Thus, the attempts to model informational masking for de-
tecting a tone in a multitone masker are usually channel
models having provisions for weights in nonsignal channels5

~e.g., Lutfi, 1993; Oh and Lutfi, 1998; Gilkeyet al., 2001;
Richardset al., 2002!. An even greater complication in mod-

eling informational masking has recently been pointed out by
Durlach et al. ~2003a,b! in which it is argued that factors
other than masker uncertainty, such as signal–masker simi-
larity, can be important in informational masking experi-
ments and must ultimately be taken into account in any com-
prehensive theory.

To summarize, these experiments extend the earlier re-
port by Kidd et al. ~1994! indicating that multiple bursts of
the multitone masker originally devised by Neff and Green
~1987! can greatly reduce the informational masking pro-
duced by single bursts of that masker. The effect appears to
be due to the perception of the signal as a coherent auditory
stream embedded in a random background, and can be
greatly reduced simply by adding silent intervals between
bursts. The multiple-look model, which has been used to
explain temporal integration and has helped to solve the
resolution-integration paradox~Viemiester and Wakefield,
1991!, does not appear to provide a satisfactory account of
the present results.
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1Here, we are equating a stimulus burst with a single observation or ‘‘look.’’
This is a simplification that is likely not strictly true. If one assumes a
temporal window much shorter than the burst duration, such as the 3-ms
duration used by Viemeister and Wakefield~1991!, each burst would be
‘‘looked at’’ several times. However, excepting perhaps a small effect from
internal noise that is uncorrelated over time, no detection performance ad-
vantage would be expected from these highly correlated observations and
thus the simplification of equating number of looks with number of stimu-
lus bursts seems reasonable.

2The multiple-look model we consider in this article is a simple version
similar to that proposed by Viemeister and Wakefield~1991! for temporal
integration of detection threshold. In this model, it is assumed that the looks
are independent, equally detectable, and optimally combined. Other forms
of the model may produce different predictions.

3Lutfi ~1989! presents evidence suggesting thatd8 increases as the cube
root, rather than the square root, of the number of stimulus elements or
observations in some psychophysical discrimination tasks.

4The decrease in threshold for the signal in Gaussian noise was about 2.5
dB, on average, when the number of bursts was increased from 1 to 4. This
is less than would be predicted from optimum combination of information
across bursts. Using the slope value obtained from averaging across all
observers and conditions~0.0683!, which is reasonable given that there was
no significant effect of condition for Gaussian noise, then the predicted
decrease in threshold would be about 4.4 dB. That value is very close to
what Carlyonet al. ~1990! report for increasing the number of signal-in-
quiet pulses from 1 to 4 at a short interpulse interval~5 ms!. It is not known
why the effect found here was somewhat less than expected.

5The component relative entropy~CoRE! model proposed by Lutfi~1993!
provides an excellent account of the relationship between masked thresh-
olds and number of masker components in the multitone masking experi-
ment reported originally by Neff and Green~1987! and later extended by
Oh and Lutfi~1998!. The form of the masking function~assuming masker
power is held constant as the number of components is varied! typically
rises initially as the number of masker tones increases, reaches a maximum

2844 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Kidd et al.: Multiple bursts, multiple looks, and stream coherence



around 10 to 20 components, then falls toward a point anchored by the
threshold found in broadband noise. The key element of the model driving
this function is the variance of the outputs of a set of attended-to auditory
filters. When only a few masker components are present, the expected
variance of the outputs of the filters, based on statistical summation across
trials, is relatively high, and thus the predicted informational masking is
also high. As the number of masker components increases, the variance in
the outputs of the filters decreases as components increasingly fall in the
same filters. A similar argument could be made in applying the CoRE
model to the MBD advantage found here. For the 1-burst masker, the vari-
ance in the outputs of the auditory filters would be expected to be relatively
high, producing substantial informational masking. As the number of bursts
increases, the total number of masker components in a given observation
interval increases as the product of number of bursts and number of com-
ponents. Thus, the expected variance of the outputs of the auditory filters
declines and the predicted thresholds decrease. Referring to the results plot-
ted in the left panel of Fig. 3, choosing reasonable CoRE model parameters
could closely approximate the curve showing masked threshold for this
group of listeners as the number of masker bursts in an interval~and thus
the total number of masker components per interval! increases. However,
because the only parameter of the model that can be varied to attempt to
account for the effect of IBI is the number of attended-to channels, the
model is not successful in predicting the changes in thresholds due to IBI
shown in Fig. 3. As is apparent in Fig. 3, increasing IBI interacts with the
number of bursts causing the masking curves to diverge as IBI/number-of-
bursts increases. If we allow the number of attended-to bands to vary in the
CoRE model, the predicted masking curves converge with increasing IBI/
number-of-bursts rather than diverge. Thus, although the model can predict
the MBD advantage for a subset of the findings presented in this study
~e.g., brief IBI!, it is not successful in generalizing to the family of IBIs
tested here.
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A tone usually declines in loudness when preceded by a more intense inducer tone. This
phenomenon is called ‘‘loudness recalibration’’ or ‘‘induced loudness reduction’’~ILR!. The present
study investigates how ILR depends on level, loudness, and duration. A 2AFC procedure was used
to obtain loudness matches between 2500-Hz comparison tones and 500-Hz test tones at 60 and 70
dB SPL, presented with and without preceding 500-Hz inducer tones. For 200-ms test and
comparison tones, the amount of ILR did not depend on inducer level~set at 80 dB SPL and above!,
but ILR was greater with 200- than with 5-ms inducers, even when both were equally loud. For 5-ms
tones, ILR was as great with 5- as with 200-ms inducers and about as great as when test and inducer
tones both lasted 200 ms. These results suggest that~1! neither the loudness nor the SPL of the
inducer alone governs ILR, and~2! inducer duration must equal or exceed test-tone duration to yield
maximal amounts of ILR. Further analysis indicates that the efferent system may be partly
responsible for ILR of 200-ms test tones, but is unlikely to account for ILR of 5-ms tones. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1616580#

PACS numbers: 43.66.Cb, 43.66.Mk@MRL# Pages: 2846–2855

I. INTRODUCTION

Generally, the loudness of a moderate-leveltesttone de-
creases when preceded by a louderinducer tone at the same
or a near frequency. This process of context-dependent loud-
ness changes has been calledloudness recalibration~Marks,
1994! or induced loudness reduction~ILR, Scharf et al.,
2002!, a more neutral and descriptive term. Its effect can be
quantified as theamount of ILR, which is the reduction of the
loudness level of the softer tone that is induced by the louder
tone. That is, the amount of ILR is measured in loudness-
matching experiments as the decrease in SPL of a compari-
son tone necessary to maintain equal loudness after the in-
ducer tone has been presented.

The present experiment investigates how the amount of
ILR depends on the duration and level of the inducer and test
tones. Knowledge of the stimulus parameters that govern

ILR is important because it contributes to an understanding
of how the loudness of environmental sounds may depend on
their acoustic context. Such knowledge also clarifies how the
outcome of laboratory studies on loudness may depend on
the range of stimuli used in an experiment. For example,
equal-loudness contours can vary markedly depending on the
range of levels presented to the listeners~Gabriel et al.,
1997!. Likewise, a previous study from this laboratory~Buus
et al., 1999! showed that stimulus range could affect mea-
surements of temporal integration of loudness. At moderate
levels, the level differences between equally loud short and
long tones were larger when they were presented as part of a
series that included tones at high levels than when presented
only with tones at lower levels.

These range effects may well be due to ILR. Certainly,
properties of ILR appear consistent with the range effect ob-
tained in Buuset al.’s ~1999! measurements of temporal in-
tegration of loudness. Mapes-Riordan and Yost~1999! found
a higher amount of ILR at 70 and 60 dB SPL than at 40 dB
SPL and threshold. This is consistent with Schneider and
Parker’s~1990! finding that loudness functions derived from
nonmetric scaling of loudness-interval comparisons revealed

a!Portions of this work were presented at the 141st Meeting of the Acoustical
Society of America in June 2001@Niederet al., J. Acoust Soc. Am.109,
2349~A! ~2001!# and at the 25th Annual Midwinter Research Meeting of
the Association for Research in Otolaryngology in January 2002@Nieder
et al., Abs. 25th Ann. Mid-Winter Mtng. Assoc. Res. Otolaryngol., p. 194
~2002!#.

b!Electronic mail: baerbelnieder@web.de
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moderate-level tones to be softer when presented only with
higher-level tones than when they were presented only to-
gether with lower-level tones. These results indicate that ILR
reduces the slope of the loudness function~on log-log scales
of loudness and intensity!. Accordingly, the increase in level
required to compensate for the reduction in loudness caused
by the shortened duration of a brief moderate-level tone must
be larger when the range of test levels includes high levels
than when it does not, which agrees with the range effect
observed by Buuset al. ~1999!.

The auditory processes that underlie ILR have yet to be
uncovered, but efferent effects demonstrated in physiological
studies are reminiscent of ILR. The basilar-membrane and
auditory-nerve responses can be reduced by electrical stimu-
lation of the medial efferents~Guinan and Stankovic, 1996;
Russell and Murugasu, 1997!. Moreover, Guinan and Stank-
ovic ~1996! showed that efferent stimulation had the largest
effect ~as measured by the equivalent reduction in stimulus
level! at moderate levels and often reduced the slope of rate-
intensity functions. These effects are similar to effects of the
top-down gain control hypothesized by Parker and Schneider
~1994! and may indicate that the efferent system is at least
partly responsible for ILR.

When Marks ~1988! discovered ILR in magnitude-
estimation experiments, he suspected that it might be caused
by context-dependent changes in judgments, but subsequent
experiments made that seem unlikely. Analogous experi-
ments on pitch and duration did not show such context ef-
fects ~Marks, 1992!. Moreover, ILR is frequency selective
~Marks and Warner, 1991; Marks, 1994!. High-level inducer
tones appear to reduce the loudness of lower-level test tones
only when the frequencies of the inducer and test tones are
similar ~see Scharfet al., 2002!. Finally, ILR can be demon-
strated by loudness-matching experiments~e.g., Mapes-
Riordan and Yost, 1999! and by loudness functions derived
from loudness-interval comparisons~Schneider and Parker,
1990; Parker and Schneider, 1994!. Taken together, these
studies indicate that ILR is not caused by judgment bias, but
is a sensory effect that reflects properties of auditory inten-
sity coding.

The present experiment seeks to examine the mecha-
nisms that might underlie context-dependent intensity coding
in the auditory system and to provide a basis for understand-
ing how ILR may affect measurements of temporal integra-
tion of loudness. To this end, we conducted two experiments
that investigate how the level, loudness, and duration of the
inducer and the duration of the test tone affect the amount of
ILR. To our knowledge, these questions have not been ad-
dressed before. Experiment 1 used 200-ms test tones to mea-
sure the amount of ILR obtained with different inducer levels
and durations. Experiment 2 used 5-ms test tones to examine
the importance of the relative durations of the inducer and
the test tones. Using both short and long tones may reveal
the extent to which ILR depends on the efferent system,
because tones shorter than 25 ms hardly activate the efferent
neurons~Liberman and Brown, 1986!.

II. EXPERIMENT 1: EFFECT OF INDUCER LEVEL AND
DURATION ON 200-MS TEST TONES

A. Method

1. Overview

Listeners matched the loudness of 500-Hz test tones and
2500-Hz comparison tones in a two-interval, two-alternative
forced-choice paradigm with interleaved adaptive tracks. In
the baseline condition, only the test and comparison tones
were presented. In the ILR condition, test tones were pre-
ceded by a more intense 500-Hz inducer. In both conditions,
the listener indicated whether the test or the comparison tone
was louder; the level of the comparison tone was varied ac-
cording to the listener’s response to determine the point of
equal loudness. The amount of ILR was taken as the
loudness-matched level of the 2500-Hz comparison tone in
the baseline condition minus its loudness-matched level in
the ILR condition. Thus, positive values indicate that the
inducer caused a reduction in the loudness of the test tone—
i.e., that ILR took place.

2. Stimuli

The test tones and inducers always had a frequency of
500 Hz; the comparison tones had a frequency of 2500 Hz.
These frequencies have been used in most ILR experiments
and were chosen to ensure that the inducer would have little
effect on the loudness of the comparison tones~cf. Marks
and Warner, 1991!. Both test and comparison tones lasted
200 ms. The inducers lasted either 5, 200, or 500 ms. The
shorter inducer durations were chosen to match the durations
used by Buuset al. ~1999!. The 500-ms inducer duration was
chosen to be comparable to those used in previous ILR stud-
ies. The 5-ms inducers were presented at 80, 95, and 110 dB
SPL. The 200-ms inducers were presented at 80 and 95 dB
SPL, and the 500-ms inducers were presented only at 80 dB
SPL.

All durations are stated as equivalent rectangular dura-
tions ~ERD!. Because the ERD of the 6.67-ms raised-cosine
rise and fall is equal to 5 ms, the 5-ms stimuli consisted only
of the rise and fall, whereas the 200-ms stimuli had a 195-ms
steady-state portion and the 500-ms tones had a 495-ms
steady-state portion. The durations measured between the
half-amplitude points were 1.67 ms longer than those stated.
These envelope shapes ensured that almost all the energy of
the test and inducer tones was contained within the 108-Hz-
wide critical band centered around 500 Hz~cf. Buus, 1997!.
Even for the 5-ms tone burst, the energy within the critical
band was only 0.8 dB less than the overall energy.

At the beginning of each ILR block, 12 inducer tones
were presented separated by 210-ms intervals of silence~see
Fig. 1! in an attempt to accelerate ILR.1 The last inducer was
followed by 710 ms of silence after which the test and com-
parison tones were presented with a 560-ms interstimulus
interval. The listener’s response initiated the next trial after a
110-ms delay. In subsequent trials, the silent interval be-
tween the single inducer and the test tone was 1410 ms;
otherwise, the timing was kept the same as in the first trial.
The relatively long pause between the inducer and the test
tone was chosen to help listeners focus on the loudness of the
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test tone and to ensure that ILR would not be diminished by
having too short an interval. Arieh and Marks~2003! report
that the amount of ILR increases with increasing interval up
to 670 ms. The timing of the baseline condition was identical
to that of the ILR condition, with inducer tones replaced by
200-ms intervals of silence.

3. Procedure

Each trial comprised two observation intervals. The
500-Hz test tone was always presented in the first interval, at
either 60 or 70 dB SPL. The 2500-Hz comparison tone was
presented in the second interval. This order of the tones was
chosen to ensure that the interval between the inducer and
test tones in the ILR condition would not vary, because the
size of the interval may have a marked effect on the amount
of ILR ~Mapes-Riordan and Yost, 1998!. Of course, because
the test tone always preceded the comparison tone, an order
effect may have skewed the loudness matches~e.g., Békésy,
1930!. Given that the order was the same in the baseline and
ILR conditions, any such bias would be common to both
conditions. Hence, the amount of ILR, which is the differ-
ence between the matching comparison-tone levels obtained
in the two conditions, would have been only minimally af-
fected.

The level of the comparison tone was adjusted according
to a simple up-down method~Jesteadt, 1980!. If the listener
indicated that the comparison tone was the louder one, its
level was reduced; otherwise it was increased. The step size
was 5 dB until the second reversal after which it was reduced
to 2 dB. This procedure converges at the level corresponding
to the 50% point on the psychometric function~Levitt,
1971!. Each block of trials comprised four interleaved adap-
tive tracks, two for the 60-dB test tone and two for the 70-dB
test tone. On each trial, the track for that trial was selected at
random among those that had not yet ended. A track ended
after nine reversals. The equal-loudness level for each track
was calculated as the average of the last four reversals. This
procedure with interleaved tracks was chosen to force the
listener to compare only the two stimuli presented in each
trial. The variation in test-tone levels across tracks ensures
that across-trial comparisons are not useful@for further dis-
cussion, see Buuset al. ~1997, 1998!#.

Note that only the level of the comparison tone was
varied, which is likely to bias the loudness matches some-
what because listeners tend to respond in a manner that
causes the level of a variable tone to migrate towards mod-
erate loudness~e.g., Scharf, 1959; Stevens and Greenbaum,
1966; Florentineet al., 1996!. Whereas this bias can be re-
duced by using a roving-level procedure that varies the level
of both test and comparison tones~Buuset al., 1998, 1999!,
there is a considerable risk that such a procedure would re-
sult in the presentation of high-level tones at the test fre-
quency, thereby reducing the loudness of lower-level test
tones even in the baseline condition. Avoiding contamination
of the baseline measurements seemed more important than
avoiding the bias caused by the possible migration of the
comparison level towards moderate loudness. After all, the
bias is common to the baseline and ILR conditions, and it is
their difference that is taken as the amount of ILR.

The starting levels of the comparison tones were deter-
mined from pilot data. Two blocks of the baseline condition
and two blocks of the ILR condition with a 200-ms inducer
at 80 dB SPL were tested for each listener at the beginning of
the experiment. For these blocks, the starting levels were 30
and 60 dB SPL for the two tracks with 60-dB test tones and
40 and 70 dB SPL for the two tracks with 70-dB test tones.
For all further blocks, the starting levels were chosen for
each listener on the basis of these pilot data. For each test-
tone level, one track started 15 dB above and another started
15 dB below the average comparison level obtained in the
initial baseline and ILR blocks. This allowed us to present
the same starting levels for the baseline and the various ILR
conditions. If the nominal starting level exceeded 85 dB, the
starting level was set to 85 dB SPL.

To assess the consistency within a session, most listeners
first completed two blocks of baseline matches and then two
blocks of ILR matches~yielding a total of four tracks for
each test tone level! within a single session lasting approxi-
mately 25 min. The inducer was always the same for the two
ILR blocks within a session. The ILR conditions were pre-
sented in mixed order and each was tested in two sessions.
Therefore, the loudness-matched level of the 2500-Hz com-
parison tone for each listener, test-tone level, and condition
was generally based on a total of eight tracks. Successive
sessions were separated by at least 3 h~typically 1 or more

FIG. 1. Time sequence of ILR trials.
Each block of ILR trials started with
12 inducers after which the test and
comparison tones were presented. The
response of the listener initiated a new
trial after an 110-ms delay. In the sub-
sequent trials, the delay between the
ILR and the test tone was longer than
in the first trial. An identical time se-
quence was used for the baseline tri-
als, but the inducer was replaced by
200 ms of silence.
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days! to ensure that ILR induced in one session had minimal
influence on the results obtained in the next session.

4. Apparatus

A PC-compatible computer with a signal processor
~TDT AP2! generated the stimuli, recorded the listeners’ re-
sponses, and executed the adaptive procedure. The sample
rate was 48 kHz. The output of the 16-bit D/A converter
~TDT DD1! was attenuated~TDT PA4!, low-pass filtered
~TDT FT5, f c520 kHz, 135 dB/oct!, attenuated again~TDT
PA4!, and led to a headphone amplifier~TDT HB6!, which
fed one earphone of the Sony MDR-V6 headset. The listen-
ers were seated in a sound attenuating booth~Acoustic Sys-
tems!, and the stimuli were presented monaurally to the ear
preferred by the listener. For routine calibration, the output
of the headphone amplifier was led to a 16-bit A/D converter
~TDT DD1! such that the computer could sample the wave-
form, calculate its spectrum and rms voltage, and display the
results before each session. The SPLs reported below pre-
sume a frequency-independent output of 116 dB SPL for an
input of 1 V rms.

5. Listeners

Twelve listeners, two males and ten females, 18 to 50
years old with a mean of 24 years, were tested in all condi-
tions. One additional listener was enrolled in the study, but
was excluded because his baseline matches were unreliable.
In successive sessions he set the 2500-Hz comparison tone
progressively lower in the baseline loudness matches and
eventually had it set 40 dB lower than the 500-Hz tone for
equal loudness. All listeners had audiometric thresholds in
the tested ear within 15 dB HL~ANSI, 1989! at octave fre-
quencies between 0.25 and 8 kHz with the exception of lis-
tener 11, who had a threshold of 25 dB HL at 8 kHz. Some of
the listeners had previous experience making equal-loudness
judgments. Two are authors. All other listeners were paid for
their participation.

6. Data analysis

Pilot data were included in the final results if the starting
levels used to obtain them differed less than 3 dB from the
starting levels determined from them. An analysis at the end
of experiment 1 revealed that the baseline had not recovered
after 3 h on twoexperimental days for one listener. On both
days, the baseline was significantly lower in the second ses-
sion than in the first. Therefore, these sessions were repeated
and the data from the two sessions in which the baseline had
not recovered were discarded.

To examine the statistical significance of the effects of
the different inducers and test-tone levels, a two-way
repeated-measures analysis of variance~ANOVA ! ~level and
duration combined in one factor3test-tone level! was per-
formed ~DATA DESK 6.0.2, Data Description, Inc., Ithaca,
NY, 1997!. The dependent variable was the average amount
of ILR (L2500 Hz@baseline condition#2L2500 Hz@ILR
condition#! for each listener and condition. Scheffe´ post hoc
tests for contrast~DATA DESK 6.0.2, 1997! were performed

when appropriate to explore sources of significant effects and
interactions. For all statistical tests, differences were consid-
ered significant whenp<0.05.

B. Results

Figure 2 shows loudness matches by a typical listener
for each level and duration of the inducer.2 The data are
shown for test tones at 70 dB SPL. Each symbol represents
the average level~across eight tracks! at which the variable
2500-Hz tone was judged to be as loud as the 500-Hz test
tone. Open circles are for the baseline condition and filled
circles for the ILR conditions. The horizontal line indicates
the mean baseline across all conditions. The deviations of the
open circles from the horizontal line indicate the listener’s
variability across sessions. To minimize the effect of day-to-
day variations in the listeners’ loudness judgments, the
amount of ILR is calculated as the difference~in dB! be-
tween baseline and ILR loudness matches averaged across
the two sessions in which the given condition was tested. In
other words, the vertical distance between the open and the
filled circles indicates the amount of ILR for the condition
indicated on thex axis. Generally, ILR is apparent in all
conditions, but it is small for the 5-ms inducers.

The mean amounts of ILR for all 12 listeners are plotted
against the duration and level of the inducer in Fig. 3. Gray
bars are for 60-dB test tones and black bars for 70-dB test
tones. The standard deviations vary from 1.6 to 5.3 dB, re-
flecting large differences among listeners. Three main effects
of condition are apparent: First, inducers lasting 5 ms pro-
duce less ILR than those lasting 200 or 500 ms. Second, for
a given inducer duration, the amount of ILR is independent
of inducer level. Third, with 200- and 500-ms inducers, the
amount of ILR is smaller for 60- than for 70-dB test tones,
but with 5-ms inducers the difference is slight. These obser-
vations were supported by an ANOVA and Scheffe´ post hoc
tests.

FIG. 2. Loudness matches by a typical listener. The level of the 2500-Hz
comparison tone necessary to match the loudness of 500-Hz test tones at
70 dB SPL is shown for the baseline~open circles! and various ILR condi-
tions ~filled circles! as indicated on thex axis. Each point is the average of
eight adaptive loudness matches. The horizontal line represents the average
level of the 2500-Hz comparison tone in the baseline condition. The vertical
bars show plusminus one standard error of the mean.
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The outcome of the ANOVA is shown in Table I. The
Const term in the top line assesses how much the average
ILR deviates from zero in relation to the variance calculated
across the means for individual listeners. The finding that
this term is significant indicates that the overall amount of
ILR across all listeners and conditions is greater than zero.
The next three lines show that all the effects noted in Fig. 3
were highly significant.

C. Discussion

The present data are in good agreement with data for
comparable stimulus conditions published by Mapes-Riordan
and Yost~1999!. The amount of ILR produced by their 1-s
inducer at 80 dB SPL was 11 dB for 500-ms test tones at 60
and 70 dB SPL. The amount of ILR obtained with the
present 200-ms inducer, also at 80 dB, was 7 dB for 60-dB
test tones and 11 dB for 70-dB test tones. The smaller
amount of ILR for the 60-dB test tones can be accounted for
by a procedural difference. Whereas Mapes-Riordan and
Yost presented the 60- and 70-dB test tones in separate
blocks, we presented them concurrently in the same block. It
is likely that presenting 60- and 70-dB test tones in one block
with interleaved tracks caused the loudness of the 60-dB test
tones to be reduced by ILR produced by the 70-dB test tones,
even in the baseline condition. Likewise, higher-level com-
parison tones probably induce a reduction in the loudness of

the lower-level comparison tones. Because the loudness re-
duction in the baseline condition probably is about the same
for the lower-level test and comparison tones, the two effects
cancel each other so that no loudness reduction is apparent in
the baseline data. Nevertheless, any loudness reduction of
the lower-level tones in the baseline condition ought to de-
crease the amount of ILR that can be obtained on these tones
in the ILR condition. Accordingly, the difference between the
comparison-tone levels in the baseline and ILR conditions
for 60-dB tones in the present experiment is unlikely to in-
dicate the full amount of ILR that would have been obtained
had a 60-dB tone been tested separately from the 70-dB test
tones.

Schneider and Parker’s~1990! experiment also included
some stimulus conditions comparable to the present ones and
they obtained an ILR similar to that observed for 70-dB
tones in the present study. For example, for 500-Hz test tones
presented at 68 dB SPL in a series with 90-dB tones, which
acted as inducers, their results indicate an ILR of 12 dB.

The present results can also be compared to data from
experiments on ipsilaterally induced loudness adaptation
~ILA !. Scharf ~2001! and Scharfet al. ~2002! have argued
that ILA in large part is produced by the same auditory pro-
cesses as ILR. Like ILR, ILA measures the effect of a stron-
ger sound on the loudness of a weaker one. The usual ILA
paradigm is to have listeners judge at regular intervals the
loudness of a continuous tone that is incremented intermit-
tently or to which is added intermittently a stronger tone at a
different frequency~e.g., Weileret al., 1981; Cane´vet et al.,
1983; Charron and Botte, 1988!. The increment or added
tone serves the function of the inducer in ILR experiments.

We consider first the study of Cane´vet et al. ~1983! who
found that the loudness reduction for a 60-dB test tone at
1000 Hz was greater with the increment at 80 than at 65 dB
SPL. Although this finding indicates an effect of inducer
level, it does not contradict the present finding that ILR does
not increase with inducer level at 80 dB and above. It could
mean that ILR increases with inducer level up to about 80 dB
SPL and then remains at a plateau at higher levels, at least
for test tones at or below 70 dB SPL. When the increment
was at 80 dB SPL, Cane´vet et al. ~1983! as well as Weiler
et al. ~1981! measured more than a 50% decline in loudness
induced by a 5-s, 20-dB increment. According to the stan-
dard sone function~e.g., Scharf, 1978!, halving the loudness
corresponds to a 10-phon reduction in loudness level~i.e., a

FIG. 3. Average amount of ILR for 12 listeners is plotted against the ILR
condition. Gray columns are for test tones at 60 dB SPL and black columns
are for test tones at 70 dB SPL. The vertical bars represent the standard
deviation across the 12 listeners.

TABLE I. Two-way analysis of variance for repeated measures of loudness matching. The dependent variable
is the average amount of ILR for each listener and condition. The factors are condition~Cnd; six levels of
inducer duration/SPL: 5/80, 5/95, 5/1 10, 200/80, 200/95, 500/80! and test-tone level~TLev, two levels: 60 and
70 dB SPL!.

Source df
Error

df
Sums of
squares

Mean
square F-ratio Probability

Const 1 11 5571 5571 57.14 <0.0001
Cnd 5 55 905.0 181.0 15.07 <0.0001
TLev 1 11 206.3 206.3 21.51 0.0007
Cnd*TLev 5 55 93.69 18.74 6.868 <0.0001

Total 143 3194
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decrease in the level of the comparison tone by 10 dB!,
which is similar to the amounts of ILR reported in the vari-
ous studies mentioned above, including ours.

Still more evidence for the similarity between ILA and
ILR is provided by Charron and Botte~1988! who used mag-
nitude estimation to measure the loudness reduction of a con-
tinuous 60-phon tone produced by increments~inducers! at
levels between 75 and 90 dB. They found that the loudness
reduction of a 1000-Hz tone was over 40%. The size of the
reduction was the same at all levels as was the ILR obtained
with inducer levels at and above 80 dB SPL in the present
experiment.

Charron and Botte~1988! also varied the frequency of
the test tone and found that, for the most part, the loudness
reduction decreased as the frequency of the test tone moved
away from that of the inducer tone. This finding is analogous
to the frequency selectivity of ILR demonstrated by Marks
~1994; Marks and Warner, 1991!. However, as the inducer
level increased above 75 dB, Charron and Botte~1988!
found that the maximum loudness reduction occurred at fre-
quencies above the 1000-Hz inducer frequency. With a
95-dB inducer, the maximum reduction of 50% was reached
at a test-tone frequency near 1400 Hz. Whereas this finding
does not disagree with the findings of no effect of inducer
level above 80 dB SPL for same-frequency test and inducer
tones, this shift in the locus of maximum loudness reduction
is intriguing and will be considered further in Sec. IV.

The close similarity between ILA and ILR is somewhat
surprising given the many differences between the procedure
and stimulus durations used to measure them. In Charron and
Botte ~1988!, the inducer lasted 24 s, and the test tone con-
tinued for 40 s after the end of the inducer; in Cane´vet et al.
~1983! the inducer lasted 1 or 5 s and the test tone continued
for another 29 or 25 s; in both studies, no silent interval
separated the test tones from the inducer, which was pre-
sented only once~Charron and Botte, 1988! or six times
~Canévet et al., 1983!. In the present experiments, the in-
ducer and test tones lasted 200 ms, a silent interval of nearly
1.5 s separated them, and they were repeated many times.
Apparently, ILR is a robust phenomenon that occurs under a
variety of stimulus configurations.

Nevertheless, some stimulus configurations produce
relatively little ILR as evidenced by the small amounts of
ILR obtained with 5-ms inducers in the present study. Even
when this brief inducer is as loud as a 200-ms inducer, it
produces much less ILR on the 200-ms test tone. Similarly,
Canévet et al. ~1983! found that a 5-s increment reduced
loudness more than a 1-s increment. This finding may seem
at variance with our finding of no difference between 200-
and 500-ms inducers, but it is possible that the critical vari-
able is the relation between the durations of the test and
inducer tones. The results of both studies can be summarized
as showing that loudness reduction increases with inducer
duration as long as it is less than the test-tone duration.

III. EXPERIMENT 2: EFFECT OF INDUCER DURATION
ON 5-MS TEST TONES

To investigate the importance of the relative durations of
the inducer and test tones, experiment 2 examined whether

the 5-ms inducers yielded little ILR because they were so
brief in absolute terms or because they were so brief relative
to the 200-ms test tones. To this end, the influence of 5- and
200-ms inducers on the loudness of 5-ms test tones was in-
vestigated. Listeners can readily judge the loudness of such
short tones as indicated by the consistent loudness balance
judgments obtained in measurements of temporal integration
of loudness at 500, 1000, and 4000 Hz~Buuset al., 1999!.

A. Method

The procedure, stimuli, and apparatus were identical to
those in experiment 1 except for the following three changes.
First, the test and comparison tones both lasted 5 ms. Sec-
ond, only 5- and 200-ms inducers at 80 dB SPL were used.
Third, the trial timing was changed slightly to make the in-
tervals multiples of 100 ms. At the beginning of each ILR
block, 12 inducers were presented separated by 200-ms in-
tervals of silence. The last inducer was followed by 700 ms
of silence. The test and comparison tones were separated by
an interstimulus interval of 600 ms. The listener’s response
initiated the next trial after 100 ms. In trials subsequent to
the first, the silent interval between the inducer and the test
tone was 1400 ms. As in experiment 1, the timing of the
baseline condition was identical to that of the ILR condition,
with the inducers replaced by 200-ms silent intervals.

Twelve listeners participated in experiment 2. Eleven
had also participated in experiment 1. All listeners had
thresholds at octave frequencies between 0.25 and 8 kHz that
were within 15 dB HL~ANSI, 1989! in the test ear.

B. Results

Figure 4 shows the average amount of ILR for the 12
listeners plotted against the ILR condition. The amount of
ILR is shown by gray bars for the 60-dB test tones and by
black bars for the 70-dB test tones. The average amount of
ILR is smaller for 60- than for 70-dB test tones and is about
the same whether the inducer lasts 5 or 200 ms. A two-way
ANOVA ~inducer duration3test-tone level! for repeated

FIG. 4. Average amounts of ILR for 12 listeners tested with 5-ms test tones.
The data are plotted in the same manner as Fig. 3.
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measures showed that the amount of ILR was significantly
larger than zero in all conditions@F(1,11)550.1, p
<0.0001]. The amount of ILR was significantly larger for
the 70- than for the 60-dB test tones@F(1,11)538.1, p
<0.0001]. Scheffe´ post hoctests confirmed significant dif-
ferences between the amounts of ILR for 60- and 70-dB test
tones for both inducer durations. Neither the effect of inducer
duration nor the interaction of inducer duration and test-tone
level was significant.

C. Discussion

The data from experiment 2 show that a 5-ms inducer
reduces the loudness of a 5-ms test tone as much as does a
200-ms inducer. Clearly, then, an inducer lasting only 5 ms is
not too brief to give rise to ILR. Rather, it appears that ILR
is small when the duration of the inducer is much less than
that of the test tone as shown by the 3–4 dB ILR obtained
for 5-ms inducers and 200-ms test tones in experiment I and
the results obtained by Cane´vet et al. ~1983! as noted in Sec.
II C for experiment I.

Data relevant to the question of inducer duration may
also be culled from measurements of loudness enhancement,
the apparent increase in the loudness of a tone burst that
follows an inducer with a delay of not more than 100 ms.
Scharf et al. ~2002! proposed that loudness enhancement
arises from induced loudness reduction. Enhancement occurs
when an intense tone is presented in temporal vicinity of the
test tone because the intense tone reduces the loudness of
the same-frequency comparison tone while leaving the loud-
ness of the temporally closer test tone unchanged. On the
basis of this interpretation of enhancement, we can infer
from various enhancement studies that ILR is considerable
for inducers and test tones lasting 20 ms~Elmasian and
Galambos, 1975!, 10 ms ~Zwislocki and Sokolich, 1974!,
and even 0.2 ms~Baueret al., 1975!. Although the inducers
were brief in all these studies, they apparently were able to
produce considerable ILR on the equally brief comparison
tones. Moreover, Zwislocki and Sokolich found that inducers
lasting 50 and 10 ms were equally effective in changing the
loudness of a 10-ms tone. These results reinforce the conclu-
sion that substantial ILR can be obtained as long as the in-
ducer duration is equal to or greater than the test-tone dura-
tion.

Results of measurements of ILA, which—as suggested
in the discussion of experiment 1—resembles ILR in many
ways, provide further hints about the effect of inducer
duration on loudness reduction. At least two studies show
that ILA does not increase when the inducer duration is
lengthened beyond that of the test tone. Scharfet al. ~1983!
measured the same amount of ILA for a 50-dB, 5-s tone
accompanied by increments/inducers lasting 5, 15, or 25 s.
At much longer durations, Botte and Mo¨nikheim ~1994!
found the same amount of loudness reduction whether their
65-dB inducer lasted 5 or 25 min, or was composed of
five successive 5-min tones. Altogether the results suggest
that ILR ~and ILA! varies little as a function of inducer du-
ration provided the inducer is no briefer than the test tone,
but decreases when the inducer is made briefer than the test
tone.

IV. GENERAL DISCUSSION

The final discussion addresses several issues. The first
section summarizes how ILR depends on level and duration
of the inducer tone. This summary seeks to combine the
results from the present experiments and others on ILR with
results from experiments on ILA and temporary loudness
shift. The next section considers the likely mechanisms un-
derlying ILR. The final section seeks to clarify how ILR may
have affected previous measurements of temporal integration
of loudness obtained with a roving-level procedure.

A. Stimulus variables that govern ILR

The effect of level is complex because it involves the
level of the inducer, the level of the test tone, and their rela-
tive values. With respect to the relative levels of the inducer
and test tone, ILR is generally absent when the difference is
small—less than approximately 5 dB~e.g., Mapes-Riordan
and Yost, 1999!. As for the inducer level, it is also unclear
whether level is most appropriately measured as SPL, sensa-
tion level, or loudness level—although experiments 1 and 2
indicate that the loudness of the inducer is unlikely to be an
important factor. In experiment 1, the amount of ILR for
200-ms test tones did not increase with the loudness~and
SPL! of 200-ms inducers, which produced much more ILR
than 5-ms inducers that were as loud as or louder than the
longer inducers. In experiment 2, the amount of ILR for
5-ms test tones was about the same for 5- and 200-ms induc-
ers, even though the brief inducers were considerably softer
than the longer ones. These findings suggest that SPL~or
perhaps sensation level! is the best measure to use.

Results from experiments on ipsilateral ILA combined
with the current results suggest that the amount of ipsilateral
ILR for test tones at 60 dB increases when the inducer level
goes from 65 to 80 dB~Canévet et al., 1983!, but not at
higher inducer levels~experiment 1; Charron and Botte,
1988!. These findings were obtained with test tones at fixed
frequencies. As noted earlier, ILA produced with increments
at levels above 80 dB SPL becomes greater as the test-tone
frequency increases, reaching a maximum at a frequency
separation of about half an octave; moreover, the maximum
ILR increases with inducer level~Charron and Botte, 1988!.

This effect probably occurs because the maximum of the
excitation pattern of a fixed-frequency tone migrates toward
the base as the level increases~e.g., Ruggeroet al., 1997!.
Accordingly, the maximal effect of a high-level inducer
ought to occur at a place whose best frequency~as measured
with lower-level tones! is somewhat above the inducer fre-
quency. This indicates that the level-independent ILR ob-
tained in the present experiment is likely to result from a
tradeoff between two factors. One is that the maximal ILR
across all possible test frequencies increases with inducer
level. The other is that the relative efficiency of high-level
inducers at the test frequency decreases with level because
the distance between the places of maximal excitation for the
test and inducer tones increases with inducer level. Perhaps
these two factors counteract one another to produce a con-
stant ILR for test tones at the inducer frequency.

The effects of stimulus timing on ILR are clear. Stimu-
lus duration has little effect on ILR provided the inducer is at
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least as long as the test tone. This rule holds over a wide
range of durations from the order of milliseconds to minutes.
Once the inducer duration is shorter than the test-tone dura-
tion, the amount of ILR diminishes. The duration of the in-
terval separating the test tone from the inducer also affects
ILR. This interval was kept constant in the present study, but
other studies suggest that ILR does not begin until the inter-
val is at least a few hundred milliseconds long and then may
increase with interval duration up to around 700 ms~Arieh
and Marks, 2003; see also Mapes-Riordan and Yost, 1998;
for further discussion, see Scharfet al., 2002!.

It should be noted that the interval probably does not
need to be silent. One set of unpublished data showed no
change in ILA whether a 50-dB, 10-s test tone was presented
immediately after a 70-dB, 10-s inducer/increment or was
delayed 1 or 5 s. This finding indicates that the loudness
reduction is likely to depend on the time lapsed between the
offset of the inducer and the listener’s loudness judgment,
which was not requested until several seconds after the offset
of the inducer. In ILR, however, the listener is asked to judge
a relatively short tone burst and, therefore, must judge the
stimulus when it occurs. Thus, the relevant time interval is
the silent interval between the inducer and the test tone, but
the role of the silence probably is limited to ensuring that the
listener judges the loudness of the test tone with an appro-
priate delay relative to the offset of the inducer.

B. Mechanisms of ILR

Several aspects of how the medial efferents affect signal
transduction at the level of the cochlea appear to agree with
findings on ILR and ILA, and it seems possible that at least
part of the loudness reduction is mediated by the efferent
system. The medial olivocochlear neurons project to the
outer hair cells~Liberman and Brown, 1986! and stimulating
these neurons reduces the vibration amplitude of the basilar
membrane~Russell and Murugasu, 1997! and auditory-nerve
activity ~Guinan and Stankovic, 1996!. As noted in the Intro-
duction, the effects of stimulating efferent neurons appear to
parallel the findings for ILR. Moreover, the great majority of
efferent units show stronger responses to binaural stimula-
tion than to monaural stimulation in the preferred ear~Liber-
man, 1988!, which can explain Scharfet al.’s ~1986! finding
of at least partial additivity of ipsilateral and contralateral
ILA.

Liberman ~1988! reported an efferent aftereffect that
may well produce ILR. Ten-minute exposures to relatively
intense~94 to 114 dB SPL! broadband noises sensitized the
efferent units as indicated by lowered thresholds and in-
creased discharge rates produced by 50-ms tones. This sen-
sitization persisted for several minutes after termination of
the noise and would almost certainly result in a diminished
afferent response to a tone burst presented during this time.
In ILR experiments, the inducer tones could sensitize the
efferent system. If so, test tones at a given level would cause
more efferent activity in the ILR condition than in the base-
line condition in which the efferent system presumably is not
sensitized. Consequently, the afferent response to the test
tone would be reduced in the ILR condition, which ought to
reduce the loudness of the test tone. The ILR produced in

this manner appears consistent with the reduced slope of the
loudness function observed when ILR is present and is remi-
niscent of the top-down gain control hypothesized by Parker
and Schneider~1994!.

Although the similarities between efferent response
properties and ILR are enticing, the efferent system is un-
likely to be the sole cause of ILR. If it were, one would
expect little ILR to occur with 5-ms inducer tones because
the efferent neurons respond very weakly to tones with du-
rations less than 25 ms~Liberman and Brown, 1986!. More-
over, the response latency of the efferent system typically
exceeds 10 ms for tones in quiet, although it may approach
5 ms when preceding noise stimulation has sensitized the
efferent system~Liberman, 1988!. These latencies are con-
siderably longer than the afferent response latency measured
in the same manner. Accordingly, most of the efferent re-
sponse would occur too late to have a substantial effect on
the afferent response~and, presumably, the loudness! of a
5-ms test tone. This indicates that the efferent system is un-
likely to be responsible for ILR of 5-ms test tones, even if its
properties are well suited for explaining many aspects of ILR
for longer test tones. Thus, it appears that other auditory
mechanisms must contribute to ILR, especially for brief test
tones, but the nature of these mechanisms remains obscure.

The idea that sensitization of the efferent system is pri-
marily responsible for ILR of long tones also provides an
explanation for our finding that substantial ILR can only be
obtained when the inducer duration equals or exceeds the
test-tone duration. Because brief tones are ineffective stimuli
for the efferent system, it seems unlikely that brief inducers
would be capable of sensitizing it. Accordingly, brief induc-
ers, however intense, would not alter the efferent response to
the longer test tones and would be expected to produce little
ILR in agreement with the results of experiment 1.

C. Effects of ILR on temporal integration

Two aspects of ILR help explain the range effects ob-
served in recent studies on temporal integration of loudness
~Buuset al., 1999!. First, ILR appears to reduce the slope of
the loudness function for moderate-level tones~Schneider
and Parker, 1990; Parker and Schneider, 1994!. Conse-
quently, restoring any loudness lost by shortening the dura-
tion of a tone requires a larger increase in level when ILR is
present than when it is not. This effect increases the level
difference between equally loud short and long tones. Sec-
ond, brief inducers yield large ILR only with brief test tones,
whereas long inducers yield substantial ILR with both long
and short test tones. Hence, ILR ought to be greater for brief
than for long tones when long and short tones are presented
at various levels in a roving-level procedure. This follows
because the moderate-level brief tones undergo ILR from all
the intense test tones—whether brief or long—that occur at
random, whereas the long test tones undergo ILR only from
the long intense test tones. This effect would increase the
loudness ratio between equal-SPL long and short tones at
moderate levels, which increases the level difference be-
tween equally loud short and long tones regardless of the
slope of the loudness function. Altogether, ILR offers a com-
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pelling explanation for the range effects observed in experi-
ments that use roving-level procedures to assess temporal
integration of loudness.

V. SUMMARY AND CONCLUSIONS

The present experiment examined how induced loudness
reduction~ILR! depends on the level, loudness, and duration
of the inducer and on the duration of the test tones. Compari-
son tones at 2500 Hz were matched in loudness to test tones
at 500 Hz in the presence~ILR condition! or absence~base-
line condition! of more intense inducer tones. The inducer
tones, when present, were also at 500 Hz. The amount of ILR
was taken as the level difference between the comparison
tones in the baseline and ILR conditions. The major conclu-
sions are the following.

~1! ILR of 60- and 70-dB test tones is independent of in-
ducer level at and above 80 dB SPL.

~2! The present results taken together with data from the
literature indicate that the inducer-tone duration must
equal or exceed the test-tone duration to obtain near-
maximal ILR.

~3! Specifically, the present results show that ILR for
200-ms test tones is much greater with 200- and 500-ms
inducers than with 5-ms inducers, even if the 5-ms in-
ducers are as loud as or louder than the longer inducers.
For 5-ms test tones, 5-ms inducers produce as much ILR
as 200-ms inducers and as much ILR as is obtained with
long test tones and long inducers.

~4! Persistent sensitization of the efferent system may be at
least partly responsible for ILR of long tones, but other
mechanisms must be responsible for ILR of brief tones
because the ILR obtained with 5-ms test and inducer
tones is inconsistent with temporal response properties
of the efferent system.
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1This choice in accord with data of Mapes-Riordan and Yost~1999! and
Arieh and Marks~2003!, which indicate that ILR takes several presenta-
tions of the inducer tone before its effect has developed to its full extent.
We arbitrarily chose to present 12 inducer tones at the beginning of each
ILR block as this seemed reasonable according to the available data. The
listeners were told that 12 louder tones would be presented at the beginning
of the ILR condition, but they were not told the purpose of these tones.

2The average baseline matches between the 500- and 2500-Hz tones differed
widely among individuals, as indicated by standard deviations of 10.0~for
60-dB test tones! and 8.7 dB~for 70-dB test tones!. Although these inter-
listener differences are surprisingly large, they are not unreasonable. Equal-
loudness contours obtained with headphones by Ross~1967! show ranges
of about 11 dB among three listeners for the level difference between
500-Hz tones at about 60 and 70 dB SPL and equally loud tones at
3200 Hz. The corresponding standard deviations are 5.5 and 5.9 dB. Three
differences between our study and Ross’s study may account for the some-
what larger standard deviations in our data. First, estimates of the standard
deviation based on data for only three listeners are uncertain and are often
lower than the standard deviations obtained with larger populations of lis-

teners. Second, Ross’s data represent averages among several frequency
pairs using only matches that passed careful screenings for transitivity and
symmetry. Such screening and multi-frequency averaging is likely to re-
duce anomalies that may exist for a particular frequency pair. Finally, Ross
used custom-fitted earphone cushions for each listener and measured the
SPL produced at the eardrum in each individual to minimize variability due
to variation of the headphone response within and across individuals. Our
study did not attempt to control for differences in the response of the
headphone within and across listeners. In any event, we have great confi-
dence in our data because the listeners obviously were quite consistent both
within and across sessions. The standard errors across repetitions averaged
1.2 dB. In addition, it is noteworthy that no obvious relation is apparent
between the comparison level in the baseline matches and the amount of
ILR obtained in individual listeners.
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Spatial unmasking of nearby pure-tone targets in a simulated
anechoic environment
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Detection thresholds were measured for different spatial configurations of 500- and 1000-Hz
pure-tone targets and broadband maskers. Sources were simulated using individually measured
head-related transfer functions~HRTFs! for source positions varying in both azimuth and distance.
For the spatial configurations tested, thresholds ranged over 50 dB, primarily as a result of large
changes in the target-to-masker ratio~TMR! with changes in target and masker locations.
Intersubject differences in both HRTFs and in binaural sensitivity were large; however, the overall
pattern of results was similar across subjects. As expected, detection thresholds were generally
smaller when the target and masker were separated in azimuth than when they were at the same
location. However, in some cases, azimuthal separation of target and masker yielded little change or
even a small increase in detection threshold. Significant intersubject differences occurred as a result
both of differences in monaural and binaural acoustic cues in the individualized HRTFs and of
different binaural contributions to performance. Model predictions captured general trends in the
pattern of spatial unmasking. However, subject-specific model predictions did not account for the
observed individual differences in performance, even after taking into account individual differences
in HRTF measurements and overall binaural sensitivity. These results suggest that individuals differ
not only in their overall sensitivity to binaural cues, but also in how their binaural sensitivity varies
with the spatial position of~and interaural differences in! the masker. ©2003 Acoustical Society
of America. @DOI: 10.1121/1.1616577#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Qp@LRB# Pages: 2856–2870

I. INTRODUCTION AND BACKGROUND

When listening for a target sound in the presence of a
masking sound, a listener’s ability to detect the target is in-
fluenced by the locations of both target and masker. When
target and masker are at the same distance, it is generally
easier to detect or recognize the target when it is spatially
separated from the masker compared to when the target and
masker are at the same position. This ‘‘spatial unmasking’’
effect has been studied for many types of stimuli, including
speech~e.g., see Freymanet al., 1999; Shinn-Cunningham
et al., 2001!, click-trains~e.g., see Saberiet al., 1991; Good
et al., 1997!, and tone complexes~e.g., see Kiddet al.,
1998!.

For broadband noise maskers, spatial unmasking arises
primarily from acoustic ‘‘better-ear’’ effects~moving a sound
source in space changes the levels of the signal reaching the
ears of the listener! and ‘‘binaural’’ effects. ‘‘Better-ear’’ ef-
fects lead to unmasking because the target-to-masker ratio
~TMR! generally increases at one ear when target and
masker are in different directions compared to when they are
in the same direction. Binaural unmasking can occur when
the interaural time and intensity differences in the target and
masker differ.

There have been many studies of how binaural differ-
ences affect tone detectability in noise@see Durlach and Col-
burn ~1978! for a review of this classic literature#. However,

most of these studies were performed under headphones us-
ing interaural differences that do not occur naturally. There
are only a few studies that have measured how tone detection
is affected by the spatial locations of target and masker~ex-
amples include Ebataet al., 1968; Gatehouse, 1987; Santon,
1987; Doll and Hanna, 1995!. Moreover, results of these
studies are inconsistent, finding spatial unmasking ranging
from as little as 7 or 8 dB@Santon~1987! and Doll and
Hanna~1995!, respectively# to as much as 24 dB~Gatehouse,
1987!. These apparent discrepancies may be caused by dif-
ferences in the spatial configurations tested. However, none
of these studies analyzed how the TMR at the ears changed
with spatial configuration and did not factor out how better-
ear~versus binaural! factors may have contributed to the ob-
served spatial unmasking.

Previous studies of spatial unmasking for pure-tone tar-
gets considered sources relatively far from the listener and
looked only at unmasking resulting from changes in source
direction, ignoring any effects of source distance. For
sources more than about a meter from the listener, the only
significant effect of changing source distance is a change in
signal level that is equal at the two ears. However, changes in
source distance for sources within reach of the listener pro-
duce changes in signal level that differ at the two ears, re-
sulting in exceptionally large interaural level differences
~ILDs; see Brungart and Rabinowitz, 1999; Shinn-
Cunninghamet al., 2000!, even at low frequencies for which
ILDs are essentially zero for relatively distant sources. In
addition, for near sources, relatively small positional changes

a!Author to whom correspondence should be addressed: Department of Cog-
nitive and Neural Systems, Boston University, 677 Beacon St., Room 311,
Boston, MA 02215. Electronic mail: shinn@cns.bu.edu
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can lead to large changes in the energy of the target and
masker reaching the two ears. A few previous studies hint
that, in some conditions, binaural performance can be worse
than monaural performance using the better ear, particularly
when there are large ILDs in the stimuli~e.g., see Bronkhorst
and Plomp, 1988; Shinn-Cunninghamet al., 2001!. Given
that large ILDs can arise when sources are within reach of
the listener, studies of binaural unmasking for nearby sound
sources may shed light on these reports.

The current study examined spatial unmasking of pure
tone sources within reach of a listener in a simulated
anechoic environment. Individually measured head-related
transfer functions~HRTFs! were used to simulate sources.
This approach allowed realistic spatial acoustic cues to be
presented to the subjects while still allowing detailed analy-
ses of the stimuli reaching the subjects during the experi-
ment. The main goals of the study were to~1! measure how
target threshold depends on target and masker azimuth and
distance for nearby sources,~2! characterize better-ear ef-
fects by analyzing how the TMR varies with the spatial con-
figurations tested,~3! evaluate the binaural contribution to
spatial unmasking, particularly for spatial configurations in
which large ILDs arise, and~4! investigate the degree to
which results can be accounted for by a model of binaural
interaction.

II. SPATIAL UNMASKING OF NEARBY PURE TONE
TARGETS

A. Methods

1. Subjects

Four graduate students with prior experience in psychoa-
coustic experiments~including author NK! participated in
the study. One subject was female and three were male. Sub-
ject ages ranged from 25 to 28 years. All subjects had normal
hearing as confirmed by an audiometric screening.

2. HRTF measurement

Individualized HRTF measurements were made with
subjects seated in the center of a quiet classroom~rough
dimensions of 53933.5 m; broadband T60 of approximately
700 ms!. Subjects were seated with their heads in a headrest
so that their ears were approximately 1.5-m above the floor.
Measurements were taken for sources in the right front hori-
zontal plane~at ear height! for all six combinations of azi-
muths~0°, 45°, 90°! and distances~0.15 m, 1 m! relative to
the center of the head~defined as the intersection of the
interaural axis and the median plane! as shown in Fig. 1.

The Maximum-Length-Sequence~MLS! technique~e.g.,
see Vanderkooy, 1994! was used to measure HRTFs. Two
identical 32 767-long maximum length sequences were con-
catenated and presented through a small loudspeaker using a
44.1-kHz sampling rate~details regarding the equipment are
described below!. The response to the second sequence was
recorded.1 This measurement was repeated ten times and the
raw measurements averaged in the time domain. This aver-
age response was then used to estimate a 743-ms-long head-
related impulse response.

HRTFs were measured using a Tucker-Davis Technolo-
gies~TDT! signal processing system under computer control.
For each measurement, the concatenated MLS sequence was
read from a PC hard-drive and sent to a TDT D/A converter
~TDT PD1!, which drove a Crown amplifier connected to a
BOSE mini-cube loudspeaker. At the start of the measure-
ment session, the subject was positioned so that the center of
his/her head was at a location marked on the floor of the
room. The subject’s head position was read from a Polhemus
FastTrak electromagnetic tracker worn on the head to ensure
that the center of the head was within 1-cm of the correct
location in the room, marked on the floor. The experimenter
used other angular and distance markings on the floor to
hand-position the loudspeaker to the appropriate azimuth and
distance prior to each measurement. Miniature microphones
~Knowles FG-3329c! mounted in earplugs and inserted into
the entrance of the subjects’ ear canals~to produce blocked-
meatus HRTF recordings! measured the raw acoustic re-
sponses to the MLS sequence. Microphone outputs drove a
custom-built microphone amplifier that was connected to a
TDT A/D converter ~TDT PD1!. These raw results were
stored in digital form on the computer hard-drive for off-line
processing to produce the estimated HRTFs.

No correction for the measurement system transfer func-
tion was performed, but the amplitude spectrum of the
transfer-function of this measurement system was examined
and found to vary by less than 2 dB and to cause no signifi-
cant interaural distortion for frequencies between 400 and
1500 Hz ~the frequency region important for the current
study!. The useful dynamic range of the measurements~tak-
ing into account the ambient acoustic and electrical noise!
was at least 50 dB for all frequencies greater than 300 Hz.

HRTFs measured as described above include room ech-
oes and reverberation. To eliminate room effects, time-
domain impulse responses were multiplied by a 6-ms-long
cos-squared time window~rise/fall time of 1 ms! to exclude
all of the reverberant energy while retaining all of the direct-
sound energy. The resulting ‘‘pseudo-anechoic’’ HRTFs were
used to simulate sources~and in all subsequent analyses!.

HRTFs were measured only for sources in the right
hemifield. To simulate sources in the left hemifield, HRTFs
from the corresponding right-hemifield position were used,
exchanging the left and right channels~i.e., left/right symme-
try was assumed; given that only pure tone targets were

FIG. 1. Spatial positions used in the study. HRTFs were measured at the
positions denoted by open symbols. Target detection thresholds were mea-
sured for all spatial combination of six masker positions~open symbols! and
ten target positions~filled and open symbols; targets simulated at the filled
symbols used the corresponding HRTFs from the contralateral hemifield
with left- and right-ear signals reversed!.
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simulated in the left hemifield, this approximation should
introduce no significant perceptual artifacts in the simulated
stimuli!.

The measured HRTFs reflect the radiation characteristics
of the loudspeaker used, which is not a uniformly radiating
point source. For sources relatively far from the head, any
differences in the measurement caused by the directivity of
the source should be minor. For sources 15-cm from the
center of the head, the effect of the source directivity may be
significant. Therefore, the current study focuses on how dis-
tance influenced the signals reaching the ears for the particu-
lar source used~the Bose loudspeaker in question!. The issue
of how well the current results may generalize to other
nearby sources is considered further in Sec. III, where em-
pirical HRTF measurements are compared with theoretical
predictions from a spherical head model that assumes a per-
fect point source.

In a similar vein, HRTFs measured for sources close to
the head are much more sensitive to small displacements in
the source (re: the intended source location! than more dis-
tant sources. However, given that all acoustic analyses and
predictions of performance were made using the same mea-
sured HRTFs used to simulate the headphone-presented
stimuli, any conclusions regarding which acoustic factors in-
fluence performance are justified, even if other measurement
techniques might yield slightly different estimates of near-
source HRTFs for the positions reported here.

3. Stimulus generation

Target stimuli consisted of 165-ms-long pure tones of
500 or 1000 Hz gated on and off by 30-ms cos-squared
ramps. The 500-Hz target frequency was chosen so that re-
sults could be compared with previous studies of binaural
masking level differences~BMLDs! and spatial unmasking
of tones, most of which include a 500-Hz target condition.
The 1000-Hz target was included in order to examine what
happens for a higher target frequency where target and
masker ITDs are still likely to have a large impact on detec-
tion but ILDs are larger than at 500 Hz. The target was
temporally centered within a broadband, 250-ms-long
masker. On each trial, the masker token was randomly cho-
sen from a set of 100 pregenerated samples of broadband
noise that were digitally low-pass filtered with a 5000 Hz
cutoff frequency~ninth-order Butterworth filter, as imple-
mented in the signal-processing toolbox in Matlab, the Math-
works, Natick, MA!.

In most cases, target and masker were simulated as aris-
ing from different locations in anechoic space by convolving
the stimuli with appropriate individualized head-related im-
pulse responses~time-domain representation of the HRTFs!.
The simulated spatial configurations included all combina-
tions of target at azimuths~290°, 245°, 0°, 45°, 90°! and
distances~0.15 m, 1 m! and masker at azimuths~0°, 45°,
90°! and distances~0.15 m, 1 m!. A total of 60 spatial con-
figurations was tested~10 target locations3 6 masker loca-
tions; see Fig. 1!. In a subset of trials, traditional BMLDs
were measured using the same stimuli without HRTF pro-
cessing.

For nearby sources, keeping the masker presentation

level constant would result in the received level~at the sub-
ject’s ears! varying widely with masker position. In order to
keep the received level of masker relatively constant, the
levels of the HRTF-processed masker stimuli were normal-
ized to keep constant the rms energy falling within the
equivalent rectangular band~ERB; Moore, 1997! centered on
the target frequency at the ear receiving the more intense
masker signal~the right ear for all of the tested configura-
tions!. In other words, the virtual stimuli actually simulated a
masker whose distal energy level was adjusted up or down
~depending on the masker spatial location! until the proximal
stimulus level was constant at the more intense ear. In our
analysis, the amounts by which the distal masker was ad-
justed were added back to the raw thresholds to predict the
amount of spatial unmasking that would have occurred if the
distal masker level had been constant.2

For the 500-Hz center frequency, the rms levels were
adjusted using a 100-Hz-wide ERB. For the 1000-Hz target,
the ERB width was set to 136 Hz. The masker signals were
preprocessed in Matlab so that the right-~more-intense-! ear
rms masker level in the ERB would be 64 dB SPL when
played via headphones. BMLDs were measured with the
low-pass-filtered noise spectral level fixed at 64 dB SPL.

Stimulus files, generated at a sampling rate of 44.1 kHz,
were stored on the hard disk of the control computer~IBM
PC compatible!. On each trial, appropriate target and masker
signals were presented through TDT hardware. Left- and
right-ear target and masker signals were processed through
four separate D/A converters~TDT PD1!. Target signals
were scaled to the appropriate presentation level by a pro-
grammable attenuator~TDT PA4!, summed with the fixed-
level masker signals~TDT SM3!, and amplified through a
headphone buffer~TDT HB6!. The resulting binaural stimuli
were presented via Etymotic Research ER-1 insert ear-
phones. No filtering was done to compensate for the transfer
characteristics of the playback system. A handheld RS 232
terminal~QTERM! was used to gather subject responses and
provide feedback.

4. Experimental procedure

Behavioral experiments were performed in a single-
walled sound-treated booth.

Each trial consisted of three intervals, each of which
contained a noise burst. Either the second or third interval
~randomly chosen, with equal probability, on each trial! also
contained the tone-burst target. Subjects performed a two-
alternative, forced-choice task in which they were asked to
identify which interval, the second or third, contained the
target tone. Correct-answer feedback was provided at the end
of each trial.

A three-down–one-up adaptive procedure was used to
estimate detection thresholds~Levitt, 1971!, defined as the
79.4% correct point on the psychometric function. Each run
started with the target at a clearly detectable level and con-
tinued until 11 ‘‘reversals’’ occurred. The target level was
changed by 4 dB on the first reversal, 2 dB on the second
reversal, and 1 dB on all subsequent reversals. For each
adaptive run, detection threshold was estimated by taking the
average target presentation level over the last six reversals.
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At least three separate runs were performed for each subject
in each condition. Final threshold estimates were computed
by taking the average threshold across the repeated adaptive
threshold estimates. Additional adaptive runs were per-
formed as needed for every subject and condition to ensure
that the standard error in this final threshold estimate was
less than or equal to 1 dB for each condition and spatial
configuration tested.

The study was divided into two parts, one measuring
thresholds for the 500-Hz target and one for the 1000-Hz
target. Three subjects performed each part~two of the four
subjects performed both!. For each target, subjects per-
formed multiple sessions consisting of ten runs. Subjects
were allowed to take short breaks between runs within one
session, with a minimum 4-h break required between ses-
sions. Each subject performed one initial practice session
consisting of four practice runs and six runs measuring de-
tection thresholds for NoSo and NoSp conditions ~where
NoSo represents a sinusoidal diotic signal, i.e., with zero
interaural phase difference, in the presence of a diotic noise;
NoSp represents a sinusoidal signal with interaural phase
difference equal top in the presence of a diotic noise!. Sub-
jects then performed 18 additional sessions~180 runs; 3 runs
each of every combination for 6 target positions and 10
masker positions!. In each of these sessions, a full set of
thresholds was determined for one masker position~the order
of the ten target positions was randomized within each ses-
sion!. These sessions were grouped into three blocks of six
with each block containing a full set of thresholds. The order
of masker positions was separately randomized for each
block and subject. Any additional runs were performed after
completion of the initial 19 sessions. Each subject performed
approximately 20 h of testing per target frequency.

B. Results

1. Binaural masking level difference

Table I shows the BMLD~see Durlach and Colburn,
1978!, defined as the difference in target detection threshold
in the NoSo and NoSp conditions. Results are consistent
with those from previous, similar experiments. BMLDs are
larger for the 500-Hz target~where BMLDs ranged from 11
to 16 dB! than the 1000-Hz target~where BMLDs ranged
from 7 to 14 dB!.

2. Spatial unmasking

The amount of ‘‘spatial unmasking’’ is defined as the
change in the energy a target emits at threshold for a particu-
lar target location compared to when the target is at the same

position as the masker. In order to estimate the target detec-
tion threshold when the emitted level of the masker is held
constant, the amount by which the masker was normalized
~to equate the masker level at the more intense ear! was first
added back to the raw target detection thresholds. To esti-
mate spatial unmasking~i.e., the amount by which detection
thresholds improve with spatial separation of target and
masker!, the average of all thresholds when target and
masker were at the same location was computed and this
value was subtracted from all the renormalized thresholds.

Figures 2 and 3 plot the amount of spatial unmasking for
500- and 1000-Hz targets, respectively. Each panel shows the
amount of spatial unmasking~improvement in target thresh-
old relative to when target and masker are at the same loca-
tion! for one masker location~shown graphically in the inset
legend in each panel!. The abscissa shows the target azimuth.
Thick lines and filled symbols show results for the near tar-
get; thin lines and open symbols show results for the far
target. Symbols show individual subject results and solid
lines give the across-subject mean. Dashed lines represent
the estimates of the better-ear contribution to spatial unmask-
ing ~averaged across subjects!, discussed in detail in Sec. IV.

For the spatial configurations tested, the amount of spa-
tial unmasking spans a range of over 50 dB@e.g., compare
the thresholds for a 500-Hz target at~0°, 1 m!, the center of
the thin line in Fig. 2~d!, to the thresholds for the 500-Hz
target at~90°, 15 cm!, the rightmost point of the thick line in
Fig. 2~a!#. While subjects generally show similar patterns of
results, intersubject differences are large. For instance, in
Fig. 2~a! when the masker is at~0°, 1 m! and the 500-Hz
target is at 15-cm, subject S1~filled circles! consistently
shows as much as 10 dB more unmasking than the other
subjects~other filled symbols!. However, this same subject
consistently shows the least unmasking in other cases@e.g.,
in Fig. 2~f! when the masker is at~90°, 15 cm! and the target
is at 1-m; compare open circles to the other open symbols#.

Despite the large intersubject differences, overall trends
are similar across subjects and for both 500- and 1000-Hz
targets, and are summarized below.

To a first-order approximation, changing either target or
source distance influences spatial unmasking in a straightfor-
ward way predicted by a simple change in the stimulus levels
at the ears. For instance, looking within any single panel in
Fig. 2 or 3 shows that positioning the target near the subject
~thick lines! improves target detectability compared to when
the target is far from the subject~thin lines; i.e., within any
single panel thick lines are grossly similar to thin line results
shifted upward by 10–20 dB!. Similarly, comparison of the
upper panels~a, b, and c! to the lower panels~d, e, and f!
shows that positioning the masker near the subject~lower
panels! degrades target detectability compared to when the
masker is farther from the subject~upper panels; i.e., results
in the upper panels are grossly similar to results in the lower
panels shifted upward by 10–15 dB!. However, closer in-
spection shows that the detailed pattern of spatial unmasking
varies in a more complex way with both target and masker
distance than a simple shift in threshold.

Spatial unmasking resulting from a fixed angular sepa-
ration of target and masker is larger for nearby targets than

TABLE I. Binaural masking level differences for individual subjects. Note
that subjects S1 and S3 performed detection experiments for both 500- and
1000-Hz targets; S2 and S4 only performed the experiments for one target
frequency~500 and 1000 Hz, respectively!. Symbols give the convention
used in the figures when plotting individual subject results.

Target
frequency

Individual subject results
Across-subject

averageS1 s S2 , S3 h S4 n

500 Hz 15.6 11.0 14.5 NA 13.7
1000 Hz 13.1 NA 7.5 8.7 9.8
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FIG. 2. Spatial unmasking for the
500-Hz target. Each panel plots spatial
unmasking ~the difference between
target detection threshold when target
and masker are at the same spatial lo-
cation and when target and masker are
in the spatial configuration denoted in
the plot! as a function of target azi-
muth for a fixed masker location.
Across-subject averages are plotted for
target distances of 15-cm~thick solid
lines! and 1-m~thin solid lines!. Indi-
vidual subject results are plotted as
symbols. Dashed lines show the esti-
mated better-ear contribution to spatial
unmasking. The spatial configurations
of target and masker represented in
each panel are denoted in the panel
legend.

FIG. 3. Spatial unmasking for the
1000-Hz target. See caption for Fig. 2.
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for distant targets. For example, in Fig. 3e, the difference
between thresholds for the290° and 45° targets is more than
25 dB for nearby targets~thick line! but less than 20 dB for
distant targets~thin line!.

Similarly, spatial unmasking resulting from a fixed an-
gular separation of target and masker is larger for nearby
maskers than for distant maskers. For example, as discussed
above, for a 1000-Hz target when the masker is at~45°, 15
cm! @Fig. 3~e!#, spatial unmasking for a 15-cm target~thick
line! decreases by more than 25 dB when the target azimuth
changes from290° to 145°. However, when the masker is
at ~45°, 1 m! @Fig. 3~b!#, this same angular displacement of
the 15-cm target~thick line! produces a change in spatial
unmasking of roughly 20 dB~compare the leftmost point and
the point producing the least spatial unmasking, where the
target is at 45°!.

Angular separation of target and masker can actually
make performance worse when target distance differs from
masker distance. Usually, separating target and masker in
azimuth improves target detectability compared to when the
target and masker are in the same direction, but not in every
case. When the masker is at 0°~panels a and d in both Figs.
2 and 3! the least amount of spatial unmasking occurs
~thresholds are highest! when the target is at 0°~the same
direction as the masker!; when the masker is at 45°~panels b
and e in Figs. 2 and 3! the least unmasking arises when the
target is in the 45° masker direction. However, when the
masker is at 90°~panels c and f in Figs. 2 and 3!, angular
separation of target and masker does not always increase the
amount of unmasking. Specifically, for a masker at~90°, 1
m! @Figs. 2~c! and 3~c!# there is less spatial unmasking when
the 15-cm target~thick line! is at 45° than when it is at 90°.
Similarly, for a masker at~90°, 15 cm! @Figs. 2~f! and 3~f!#
the amount of spatial unmasking for a 1-m target~thin line!
is either equal@500-Hz target; Fig. 2~f!# or greater@1000-Hz
target; Fig. 3~f!# when the target is at 90° compared to 45°.

Finally, independent of target or masker distance, the
same angular separation of target and masker tends to pro-
duce less spatial unmasking as the masker laterality in-
creases. For example, in Fig. 2~d! when the masker is at~0°,
15 cm! and the 500-Hz target is at a distance of 15-cm~thick
line!, a 90° angular separation of target and masker yields
nearly 20 dB of unmasking. However, in Fig. 2~f!, when the
masker is at~90°, 15 cm! and the target is at 15-cm~thick
line!, the same angular separation of target and masker pro-
duces only 10 dB of unmasking.

C. Discussion

Intersubject differences in spatial unmasking may be
partially explained by intersubject differences in the size of
the BMLD. For instance, subject S1 has the largest BMLDs
and exhibits the most spatial unmasking. However, intersub-
ject differences in spatial unmasking could also be caused by
differences in the acoustic parameters in the individually
measured HRTFs. Analysis of acoustic differences in the
measurements and the binaural contribution to spatial un-
masking, which are considered further in Sec. IV, suggest

that intersubject differences in spatial unmasking are affected
both by subject-specific differences in acoustic cues and in
different sensitivities to binaural cues.

Many of the current results follow easily predicted pat-
terns. Moving the target closer to the subject improves de-
tection performance~as expected on the basis of an increase
in the level of the target reaching the listener!; conversely,
moving the masker closer degrades detection performance
~as expected when the level of the masker at the ears in-
creases!. Separating target and masker in angle improves de-
tection performance for most spatial configurations. How-
ever, there are other effects that are less intuitive. Unmasking
varies more with target azimuth for a 15-cm masker than for
a 1-m masker and for a 15-cm target than for a 1-m target.
The masker laterality influences the effectiveness of a given
angular separation of target and masker, decreasing with
masker laterality. Finally, when target and masker are at dif-
ferent distances and the masker is at 90°, the amount of
unmasking can actually decrease when the target is at 45°
compared to when the target is in the same direction as the
masker ~this is essentially a case where there is ‘‘spatial
masking,’’ i.e., where performance is actually worse when
the sources are spatially separated compared to when they
are at the same location!.

Apparent discrepancies in the amount of spatial unmask-
ing observed in previous studies are actually consistent with
the current results. For example, the current study found
more spatial unmasking for 1-m sources when the masker is
at 0° compared to when the masker is at 90°. Thus, the
relatively large amount of spatial unmasking observed by
Gatehouse~1987! compared to that found by Santon~1987!
and Doll and Hanna~1995! may be caused by the fact that
Gatehouse fixed the masker in front of the listener and varied
target azimuth, whereas Santon and Doll and Hanna fixed the
target in front of the listener and varied masker azimuth.

III. HRTF MEASUREMENTS

The acoustic factors that influence spatial unmasking
can be characterized by analysis of the HRTFs used in the
simulations. Three acoustic characteristics of the HRTFs in-
fluence the performance in a spatial unmasking task: the
magnitude spectra of, the interaural level differences~ILDs!
in, and the interaural time differences~ITDs! in the signals
reaching the two ears. The magnitude spectra of the HRTFs
determine the intensity of the sound at the ears and thus the
amount of spatial unmasking resulting from better-ear ef-
fects. ITDs and ILDs determine the amount of binaural un-
masking. In this section, these parameters are analyzed for
the individually measured HRTFs.

Individual HRTFs for the four human subjects are com-
pared both to values measured for a KEMAR acoustic mani-
kin ~using the same measurement techniques used for the
individual subjects! and those predicted from a spherical
model of the head assuming a perfect point source. While the
literature contains descriptions of both KEMAR~Brungart
and Rabinowitz, 1999! and spherical-head model~Duda and
Martens, 1998; Shinn-Cunninghamet al., 2000! HRTFs for
sources near the listener, the current analysis compares these
‘‘generic’’ models to human measurements to determine
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whether the models capture the acoustic effects that are im-
portant for predicting the amount of spatial unmasking as a
function of nearby target and masker locations. As noted in
Sec. II, the current measurements do not try to compensate
for the radiation characteristics of the loudspeaker used; as
such, any consistent discrepancies between predictions from
a spherical-head model and measured results~from KEMAR
and the human subjects! may reflect influences of the radia-
tion characteristics of the loudspeaker used~which is not a
point source! or other differences between the assumptions
of the spherical-head model and properties of the physical
sources and heads measured.

A. Methods

KEMAR HRTFs were measured using a procedure iden-
tical to that used for the human listeners~see description in
Sec. II!. HRTF predictions for a spherical head model~Brun-
gart and Rabinowitz, 1999; Shinn-Cunninghamet al., 2000!
were computed using a head with radius of 9-cm and dia-
metrically opposed ears. These results are compared to the
HRTFs measured for the four subjects who participated in
the spatial unmasking experiment.

For all of the HRTFs, the magnitude spectra, ILD, and
ITD were determined for the equivalent rectangular band
~ERB! centered at a given frequency. Magnitude spectra
were calculated as the rms energy in the HRTF falling within
each ERB filter ~100-Hz width centered at 500 Hz and
136-Hz width centered at 1000 Hz!. ILDs were computed as
the difference in the magnitude spectra for the left and right
ears. ITD was first estimated as a function of frequency by
taking the difference between the right- and left-ear HRTF
phase angles at each frequencyf and dividing by 2p f . The
ITD in each ERB filter was then estimated as the average of
the ITD values for the frequencies falling within each ERB
filter.

B. Results

1. Intensity effects

Figure 4 shows the magnitude of the ERB-filtered
HRTFs at 500@Fig. 4~a!# and 1000 Hz@Fig. 4~b!# for the left
ear relative to a source at~0°, 1 m!. ~Recall that HRTFs were
measured only for sources to the right of the listener and that
this analysis assumes left-right symmetry.! Results are shown
as a function of the target azimuth for individual human sub-
jects ~symbols!, the across-human-subject average~solid
line!, KEMAR ~dotted line!, and a spherical head model
~dashed line!. Distant sources are represented by open sym-
bols and thin lines; near sources are shown by filled symbols
and thick lines.

Not surprisingly, for both frequencies the spectral gain is
larger for near sources~thick lines! than far sources~thin
lines!. However, in addition to an overall shift in level, the
dependence of the HRTF level on source azimuth differs for
the two distances. Specifically, for the 15-cm distance~thick
lines!, the gain to the ipsilateral ear~i.e., the gain for sources
at negative azimuths! grows rapidly with source eccentricity
compared to the 1-m distance, while the gain to the contralat-
eral ear~positive azimuths! changes similarly with source
angle for both distances~compare thick and thin lines!.

Overall, intersubject differences are modest for the more
distant source~consider the open symbols in each panel!.
However, there are larger intersubject differences for the
15-cm source positions~filled symbols!. For instance, at both
frequencies@Figs. 4~a! and ~b!#, the 15-cm HRTF gain for
subject S1~filled circles! is generally 5–10 dB larger than
for the other subjects, except at 45° where all HRTFs are
similar.

For a 15-cm source at both 500 Hz@Fig. 4~a!# and 1000
Hz @Fig. 4~b!#, KEMAR ~thick dotted lines! and spherical-
head gains~thick dashed lines! generally fall within the
range of values observed for the four human subjects~filled
symbols! measured in this study. However, in Fig. 4~b! for a
1-m source, KEMAR measurements~thin dotted lines! and
model predictions~thin dashed lines! slightly underestimate
the 1000-Hz gain to the ipsilateral ear compared to the indi-
vidual subject results~lines fall below symbols for azimuths
of 245° and290°!. At 500-Hz@Fig. 4~a!#, the 1-m KEMAR
measurements~thin dotted lines! fall within the range of re-
sults obtained from the human subjects~open symbols!;
however, the spherical head model results~thin dashed lines!
fall below the subject measurements~open symbols! for ip-
silateral sources~sources at245° and290°!.

While, intuitively, we expect the level of the signal

FIG. 4. Left-ear HRTF spectrum levels in ERB filters, relative to the left-ear
HRTF for a source at~0°, 1 m!. Results are shown for individual listeners,
KEMAR, and the spherical head model as a function of source position.~a!
500 Hz.~b! 1000 Hz.
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reaching the ears to vary monotonically with lateral angle of
the source, human HRTF measurements show that this is not
strictly true. In particular, the 1000-Hz human measurements
@symbols and solid lines in Fig. 4~b!# show that less energy
reaches the contralateral ear when a source is at 45° than
when it is at 90° for both source distances~thick and thin
lines are nonmonotonic with azimuth! Similarly, at 500 Hz
@Fig. 4~a!# the gain to the contralateral ear is comparable for
45° and 90° sources rather than decreasing for the 90° source
~thick and thin lines!. This nonmonotonicity@which may in
part be a consequence of the acoustic ‘‘bright spot;’’ e.g., see
Brungart and Rabinowitz~1999!# is underestimated in both
the spherical-head model~dashed lines! and KEMAR~dotted
lines! HRTFs, especially at 1000 Hz@compare lines to hu-
man subject results for sources at 45°, especially in Fig.
4~b!#.

2. Interaural differences

Figure 5 shows the ILDs and ITDs in the measured
HRTFs at 500 and 1000 Hz@Figs. 5~a! and~b!, respectively#
for the spatial positions used in the study. As in Fig. 4, results
for individual subjects~symbols!, the across-human-subject
average~full lines!, KEMAR ~dotted lines!, and a spherical
head model~dashed lines! are shown as a function of target

azimuth. Results for near sources are shown in the top of
each subplot with heavy lines and filled symbols. Thin lines
and open symbols plot results for far sources~bottom row of
each half of the figure!. The left column shows ILD results
and the right column shows ITD results.

ILDs were calculated directly from the measurements
plotted in Fig. 4. As a result, there are large intersubject
differences in the ILDs~left panels in Fig. 5! that are directly
related to the intersubject differences in the monaural spec-
tral gains. For instance, subject S1 has much larger ILDs at
both 500 and 1000 Hz for the 15-cm source@filled circles in
the left columns of Figs. 5~a! and ~b!# than any of the other
subjects~other filled symbols!.

As expected, for both frequencies@Figs. 5~a! and ~b!#
ILDs are much larger for sources at 15-cm~thick lines in top
left panels! compared to 1-m~thin lines in the bottom left
panels! with ILDs at 500 and 1000 Hz approaching 20 dB for
the nearby sources at 90°~rightmost point in the top left
panels!. The spherical-head~dashed lines! and KEMAR~dot-
ted lines! results tend to underestimate ILDs for lateral
sources, although for the 500-Hz, 15-cm sources@Fig. 5~a!,
top left panel#, both spherical-head and KEMAR results are
within the range of human observations. Discrepancies be-
tween human and model results are most pronounced for a
1000-Hz source at a distance of 1-m@Fig. 5~b!, bottom left
panel# and are greater for the spherical-head predictions
~dashed lines! than KEMAR measurements~dotted lines!.

ITDs @the right panels in Figs. 5~a! and~b!# vary prima-
rily with source angle and change only slightly with distance
and frequency. For most of the measured locations, both
spherical-head and KEMAR results are in close agreement
with human measurements.

C. Discussion

Both spherical-head and KEMAR HRTFs provide rea-
sonable approximations to how acoustic parameters in hu-
man HRTFs vary with source location. In general, both KE-
MAR and the spherical head measurements fall within the
range spanned by the individual subject measurements.
However, both spherical-head predictions and KEMAR mea-
surements slightly overestimate the gain at the contralateral
ear when a source is at 45°~especially at 1000 Hz! and tend
to modestly underestimate the ILD for sources off midline,
particularly at the 1-m distance. These small differences can-
not be attributed to loudspeaker characteristics, given that~1!
the discrepancies are similar for both KEMAR measure-
ments~using the same loudspeaker! and spherical-head pre-
dictions~assuming a perfect point source! and~2! the differ-
ences are, if anything, larger for the more distant, 1-m source
~where the loudspeaker directivity is less influential! than the
nearby source. Thus, we conclude that generic HRTF models
capture the important features of the HRTFs measured in
human subjects and that the effects of the source transmis-
sion characteristics do not strongly influence the signals
reaching the ears even for nearby sources, at least for the
frequencies considered in the current study.

Intersubject differences in the HRTFs are large, espe-
cially for nearby sources. Of the four subjects, one subject
showed consistently larger spectral gains and consistently

FIG. 5. ILDs and ITDs in HRTFs for individual subjects, KEMAR manikin,
and the spherical head model.~a! 500 Hz.~b! 1000 Hz.
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larger ILDs than the other subjects when the source was at
15-cm. While it is possible that some of the intersubject dif-
ferences arise from inaccuracies in HRTF measurement~e.g.,
from hand-positioning the loudspeaker!, the fact that one
subject has consistently larger gains and ILDs for all nearby
source locations suggests that real anatomical differences
rather than measurement errors are responsible for the ob-
served effects. It is also interesting to note that the observed
intersubject differences are much smaller for the 1-m source,
suggesting that intersubject differences in HRTFs are espe-
cially important when considering sources very close to the
listener.

IV. BETTER-EAR AND BINAURAL CONTRIBUTIONS
TO SPATIAL UNMASKING

A. Analysis

For each subject, estimates of the better-ear and binaural
contributions to spatial unmasking were derived from the
acoustic parameters of the HRTFs and the behavioral thresh-
olds.

The better-ear contribution to spatial unmasking was es-
timated by calculating the TMR in the ERB filter centered on
the target frequency at the better ear for each spatial configu-
ration when target and masker emit the same level~and thus
would yield a TMR of zero when at the same location!. The
resulting TMR predicts the amount by which target thresh-
olds decrease or increase simply because of acoustic effects
at the better ear~i.e., if the calculated TMR is12 dB, it
implies that at detection threshold, the intensity of the target
at the better ear was 2 dB more for the given spatial configu-
ration than if the target and masker were at the same spatial
location; thus, the better-ear contribution for such a configu-
ration is 12 dB!. The subject-specific binaural contribution
to spatial unmasking was estimated by subtracting the esti-
mated better-ear contribution to spatial unmasking~derived
from individually-measured HRTFs! from the individual be-
havioral estimates of spatial unmasking.

B. Results

1. Better-ear contributions to spatial unmasking

While intersubject differences in the better-ear contribu-
tion to spatial unmasking are large, the trends in the across-
subject average data capture the important features of the
individual data. For brevity, only the across-subject averages
are presented in Figs. 2 and 3 for the 500- and 1000-Hz
target, respectively, as dashed lines. For all spatial configu-
rations tested, the behaviorally observed amount of spatial
unmasking either equals or is larger than the predicted spatial
unmasking from better-ear effects~dashed lines fall below or
at measured values in all graphs!. Thus, even when there are
large ILDs in the signals reaching the listener, binaural per-
formance is always better than or equal to predicted perfor-
mance when listening monaurally with the acoustically better
ear.

Better-ear effects account for a large portion of the ob-
served spatial unmasking when target and masker are in the
same direction and for the large influence of target and/or
masker distance on spatial unmasking. Specifically, the pre-

dicted results~dashed lines! are in good agreement with the
measured results when the target is at 0° in the left column,
at 45° in the middle column, and at 90° in the right column.
Generally, angular separation of target and masker increases
the better-ear contribution to unmasking~dashed-line predic-
tions generally increase as the target azimuth moves away
from the masker azimuth!. However, when the masker is at
90° ~the right columns in Figs. 2 and 3!, better-ear effects
either decrease or are roughly the same when the target is at
45° compared to 90°~dashed-line predictions are either con-
stant or decrease as the target azimuth moves from 90° to
45°!. Better-ear contributions to unmasking change more
with target azimuth when the target is at 15-cm~thick dashed
lines! than at 1-m~thin dashed lines!, primarily because, for
nearby sources, small positional changes cause large changes
in the relative distance from source to the better ear.

Finally, differences between mean subject results~solid
lines! and predicted better-ear effects~dashed lines! are gen-
erally larger for the 500-Hz target~Fig. 2! than the 1000-Hz
target~Fig. 3!, suggesting that the better-ear contributions to
unmasking are relatively more important~i.e., account for a
greater portion of the observed amount of spatial unmasking!
for the 1000-Hz target than the 500-Hz target. This is true
both because the better-ear effects are larger in absolute
terms and because the additional spatial unmasking for
which better-ear effects cannot account is smaller at 1000 Hz
than at 500 Hz.

2. Binaural contributions to spatial unmasking

Figures 6 and 7 show the estimated binaural contribution
to spatial unmasking for the 500- and 1000-Hz target, respec-
tively. The binaural contribution was calculated for each in-
dividual subject by subtracting the estimated better-ear con-
tribution ~the across-subject average of which is shown by
dashed lines in Figs. 2 and 3! from the total amount of spatial
unmasking~symbols in Figs. 2 and 3!. Both Figs. 6 and 7
show results for each subject who performed that condition
in a separate subplot. Each subplot is divided into six panels
corresponding to the six masker locations~laid out as indi-
cated in the legend!. In each panel, symbols plot the mean
binaural contribution to spatial unmasking~averaged across
the repeated adaptive runs!. The error bars show therangeof
thresholds obtained across the repeated adaptive runs for
each condition. Results are shown for both the far target
~gray! and the near target~black! as a function of target
azimuth. Figures 6 and 7 also show model predictions
~lines!, which are derived and discussed in Sec. V.

Even though intersubject differences are large, there are
a number of trends that are consistent across subjects. Not
surprisingly, for both target frequencies~Figs. 6 and 7! there
is no unmasking beyond the better-ear contribution when tar-
get and masker are at the same spatial location~the binaural
gain is near zero when the target is at 0° in the left columns,
at 45° in the middle columns, and at 90° in the right columns
of Figs. 6 and 7!. In fact, only the 500-Hz results for subject
S1 @Fig. 6~a!# show any binaural unmasking when target and
masker are at the same off-median-plane direction but at dif-
ferent distances. For example, looking at the top right panel
of Fig. 6~a! @masker at~90°, 1 m!#, the binaural gain is posi-
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tive when the target is at~90°, 15 cm! ~black circle!; in the
bottom right panel of Fig. 6~a! @masker at~90°, 15 cm!#, the
binaural gain is positive when the target is at~90°, 1 m! ~gray
square!.

Overall, target distance has relatively little impact on the
binaural component of the spatial release from masking
~black and gray symbols are generally comparable within
each panel!. However, masker distance influences results for
all subjects, particularly for the 500-Hz results~Fig. 6! when
the masker is located at 90°~right panels!. In these configu-

rations, binaural unmasking is smaller when the masker is at
15-cm~lower right panel! than when it is at 1-m~upper right
panel!.

In general, the binaural contribution to spatial unmask-
ing is larger for the 500-Hz target~Fig. 6! than the 1000-Hz
target ~Fig. 7!. For both target frequencies, the amount of
binaural unmasking tends to be largest when the masker is at
0° ~left panels in each subplot! and decrease as the masker is
displaced laterally~center and right panels in each subplot!.
Similarly, the change in binaural unmasking with target

FIG. 6. Estimated binaural contribu-
tion to spatial unmasking for the
500-Hz target. Each panel plots the
amount of binaural unmasking for one
masker position for both the 15-cm
and 1-m target. Symbols show esti-
mates for individual subjects with er-
ror bars showing the range of results
across multiple adaptive runs. Lines
trace a 2-dB range around the pre-
dicted amount of binaural unmasking
from the Colburn~1977a! model for
the 15-cm ~dashed black lines! and
1-m ~solid gray lines! target. The lay-
out of the spatial configurations of tar-
get and masker represented in each
panel are shown in the legend.~a!
Subject S1.~b! Subject S2.~c! Subject
S3.

FIG. 7. Estimated binaural contribu-
tion to spatial unmasking for the
500-Hz target. See caption for Fig. 6.
~a! Subject S1.~b! Subject S3.~c!
Subject S4.
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angle ~i.e., the modulation of binaural gain with target azi-
muth! is smaller when the masker is laterally displaced~right
panels! than when the masker is at 0°~left panels!, particu-
larly for the 1000-Hz target~Fig. 7!. For instance, looking at
the bottom left panel of Fig. 7~a!, when the masker is at~0°,
15 cm! the binaural contributions to spatial unmasking for
the 1000-Hz target for subject S1 range from 0 to 8 dB
depending on the target azimuth. However, when the masker
is at ~90°, 15 cm! @bottom right panel in Fig. 7~a!#, binaural
unmasking is roughly constant, independent of target angle
~roughly 0–2 dB!.

The angular separation of target and masker that leads to
the greatest amount of binaural unmasking depends on target
frequency. For the 500-Hz target~Fig. 6!, binaural unmask-
ing tends to be greatest when target and masker angles differ
by about 90°~for example, in the right columns of Fig. 6
where the masker is at 90°, the unmasking is generally great-
est when the target is at 0°!. However, for the 1000-Hz target
~Fig. 7!, binaural unmasking tends to be greatest when target
and masker angles differ by roughly 45°~in the right col-
umns of Fig. 7 where the masker is at 90°, the amount of
unmasking tends to be greatest when the target is at 45°!.

C. Discussion

Better-ear factors contribute significantly to spatial un-
masking for all of the spatial configurations tested. Better-ear
effects are larger at 1000 Hz than 500 Hz and are larger when
the target is at 15-cm compared to when the target is at 1-m.
The better-ear contribution to spatial unmasking does not
always increase monotonically with angular separation of
target and masker. In particular, when the masker is at 90°,
displacing the target toward the median plane can lead to
decreases in the TMR at the better ear, especially if the target
and masker are at different distances. This result helps ex-
plain why angular separation of target and masker does not
always improve detection performance.

Subjects show large differences in their ability to use
binaural cues in detection tasks. For subject S1, binaural dif-
ferences can decrease detection thresholds by as much as 12
dB at 500 Hz@see Fig. 6~a!#; for subject S2 binaural differ-
ences provide at most 7 dB of unmasking@Fig. 6~b!#. These
intersubject differences in the binaural component of spatial
unmasking roughly correlate with differences in BMLDs
~Table I!; however, intersubject differences in binaural sen-
sitivity for one masker location do not predict results in other
spatial configurations. For example, in the 500-Hz conditions
when the masker is at 0°, subjects S1 and S3@left columns in
Figs. 6~a! and~c!# have larger binaural components of spatial
unmasking than subject S2@left column in Fig. 6~b!#. How-
ever, when the masker is at 90°@right columns of Figs. 6~a!–
~c!#, all three subjects exhibit essentially the same amount of
binaural unmasking. This result suggests that intersubject
differences in binaural sensitivity cannot be fully captured
with a single ‘‘binaural sensitivity’’ parameter at each fre-
quency@the degree to which intersubject differences can be
predicted by Colburn’s~1977b! model is considered further
in Sec. V#.

The magnitude of interaural level differences in the
masker appears to have a large effect on the amount of bin-

aural masking. For both target frequencies~Figs. 6 and 7!,
binaural unmasking is greatest when the masker is at 0°~and
ITDs and ILDs in the masker are near zero; left columns in
each subplot!; when the masker is at 45° and 90°~center and
right columns in each subplot!, the amount of binaural un-
masking decreases for the same angular separation of target
and masker~i.e., even for roughly the same difference in
target and masker ITD!. When the masker is off to the side
~right columns in the subplots of Figs. 6 and 7!, the binaural
contribution to spatial unmasking is also smaller when the
masker is at 15-cm~when ILDs are very large; bottom right
panels! compared to 1-m~when ILDs are smaller; top right
panels!. These effects are consistent with past reports show-
ing that the BMLD decreases with masker ILD~e.g., see
Durlach and Colburn, 1978, p. 433!.

In general, the maximum difference in interaural phase
difference~IPD! cues for target and masker arises when the
ITDs for target and masker differ by one-half the period of
the target frequency. For a 500-Hz target, the ITDs in target
and masker need to differ by roughly 1 ms to maximize
binaural unmasking. For a 1000-Hz target, the ITDs in target
and masker need to differ by roughly 500ms. This explains
the dependence of maximal binaural unmasking on target
and masker separation and frequency: results in Fig. 5 show
that an angular separation of about 90° causes target and
masker ITDs to differ by roughly 1 ms~maximizing IPD
differences in target and masker for a 500-Hz target! whereas
an angular separation of about 45° causes target and masker
ITDs to differ by roughly 500ms.

V. BINAURAL MODEL PREDICTIONS

A. Analysis

Subject-specific predictions of binaural unmasking were
calculated using a modified version of the Colburn~1977a,
1977b! model~a description of the current implementation of
the model is provided in the Appendix!. Predictions depend
on six parameters, evaluated at the target frequency: the
ITDs and ILDs in both target and masker; the binaural sen-
sitivity of the listener; and the spectrum level of the masker
at the more intense ear relative to the absolute, monaural
detection threshold in quiet.

The ITDs and ILDs used in the predictions were taken
from the analysis of the cues present in the HRTFs. The ITD
and ILD in masker were calculated from the values averaged
over the ERB filter centered on the target frequency~see Fig.
5!. The ITD and ILD in the target were taken directly from
the HRTF values at the target frequency~not averaged over
the ERB!. Binaural sensitivity at each frequency was set to
the measured BMLD for each subject and target frequency
~Table I!. For both the 500- and 1000-Hz targets, the mon-
aural detection threshold~parameter K in the model! was set
to 44 dB/Hz.

B. Results

Model predictions are plotted alongside behavioral esti-
mates of the binaural contribution to spatial unmasking in
Figs. 6 and 7~for the 500- and 1000-Hz targets, respec-
tively!. In order to be somewhat conservative in identifying
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conditions where the model fails to account for behavioral
data, parallel lines plot a range of61 dB around the actual
model predictions. Predictions for the nearby target are
shown as dashed black lines; predictions for the far target are
shown as solid gray lines.

Model predictions of binaural unmasking are non-
negative for all spatial configurations. Predictions are exactly
zero whenever the target and masker are at the same spatial
location and positive whenever the target and masker have
differences in either their IPDs or ILDs at the target fre-
quency. Thus, in theory, predictions of binaural unmasking
are positive whenever the target and masker are at different
distances but in the same direction off the median plane be-
cause of differences in ILDs in target and masker. However,
in practice, predictions are near zero for all configurations
when the target and masker are in the same direction for
subjects S2, S3, and S4@Figs. 6~b!, 6~c!, 7~b!, and 7~c!#.
Predictions for subject S1@who has the largest ILDs for
15-cm sources and the largest BMLDs at both frequencies;
Figs. 6~a! and 7~a!# are greater than zero for both target
frequencies when the target and masker are at different dis-
tances but the same~off-median-plane! direction. For in-
stance, in the top center and top right panels of Figs. 6~a! and
7~a! @masker at~45°, 1 m! and ~90°, 1 m!#, the black dotted
lines ~predictions for the target at 15 cm! are above zero for
all target azimuths, including the target at 90°; in the bottom
center and right panels of Figs. 6~a! and 7~a! @masker at~45°,
15 cm! and ~90°, 15 cm!#, the gray solid lines~predictions
for the target at 1 m! are positive for all azimuths.

Binaural unmasking predictions are generally larger at
500 Hz ~Fig. 6! than 1000 Hz~Fig. 7!. At both frequencies,
binaural unmasking varies with angular separation of target
and masker; however, the angular separation that maximizes
the predicted spatial unmasking depends on frequency. As in
the behavioral results, predicted binaural unmasking is great-
est when the target and masker are separated in azimuth by
90° for the 500-Hz target~Fig. 6! and 45° for the 1000-Hz
target ~Fig. 7!, corresponding to separations that maximize
the differences in target and masker IPD at the target fre-
quency~e.g., in the left column of Fig. 6, when the 500-Hz
masker is at 0°, the maximum predicted unmasking, shown
by the lines, occurs for targets at190° and290°; however,
in the left column of Fig. 7, when the 1000-Hz masker is at
0°, the maximum predicted unmasking generally occurs for
targets at145° and245°!.

Also consistent with behavioral results, the maximum
predicted amount of binaural unmasking decreases with
masker ILD. As a result, the predicted amount of binaural
unmasking varies with masker location, systematically de-
creasing with increasing masker angle and decreasing when
the masker is at 15-cm compared to 1-m. For instance, pre-
dicted levels of unmasking are generally largest when the
masker is at 0°~left columns of Figs. 6 and 7! and decrease
as the masker is laterally displaced~center and right col-
umns!. Similarly, the amount of unmasking tends to be larger
for the top rows of data in Figs. 6 and 7, when the masker is
at 1-m, than in the bottom rows of data, when the masker is
at 15-cm.

Model predictions capture much of the variation in bin-

aural unmasking; however, there are systematic prediction
errors that are large compared to the intrasubject variability.
~Note that the standard error in the mean behavioral results is
less than or equal to 1 dB as a direct result of the experimen-
tal procedure. The error bars in the figure are even more
conservative, showing therangeof thresholds obtained over
multiple runs.!

Predictions are first compared to behavioral results for
the 500-Hz target~Fig. 6!. Predictions for subject S1 agree
well with behavioral results when the masker is at~0°, 15
cm! @bottom left panel of Fig. 6~a!# and reasonably well for
three other masker locations@~45°, 15 cm!, ~90°, 15 cm!, and
~90°, 1 m!; bottom center, bottom right, and top right panels
of Fig. 6~a!, respectively#. However, S1 predictions tend to
overestimate binaural unmasking for two masker locations
@~0°, 1 m! and ~45°, 1 m!; top left and top center panels of
Fig. 6~a!#. For subject S2, predictions match behavioral re-
sults reasonably well when the masker is at 0°@see the top
left and bottom left panels of Fig. 6~b!#, independent of
masker distance~although there are isolated data points for
which the model overestimates binaural unmasking!, but sys-
tematically underestimate binaural unmasking when the
masker is at 45° and 90° for both masker distances@see
center and right panels of Fig. 6~b!, where symbols fall
above lines#. Results for subject S3 are similar to those of
subject S2: predictions are in good agreement with measure-
ments when the masker is in the median plane@left panels of
Fig. 6~c!# but underestimate binaural unmasking when the
masker is laterally displaced@center and right panels of Fig.
6~c!#.

Focusing on the 1000-Hz results~Fig. 7!, subject S1
predictions generally overestimate binaural unmasking~in all
panels in Fig. 7~a!, symbols fall below lines!. For subject S3,
predictions generally underestimate binaural unmasking, ex-
cept when the masker is at~45°, 1 m!, where predictions and
measurements are reasonably close@agreement between the
measured data points and the prediction lines is good only
for the top center panel of Fig. 7~b!; for all other panels,
symbols fall above lines#. Finally, predictions for subject S4
either fit reasonably well or underestimate binaural unmask-
ing when the masker is at 0°@left panels of Fig. 7~c!# but
overestimate binaural unmasking when the masker is at 45°
or 90°, independent of masker distance@see center and right
panels of Fig. 7~c!, where symbols fall below lines#.

Overall, predictions and behavioral results are in better
agreement when the masker is in the median plane than
when the masker is at 45° or 90° and for the 500-Hz data
compared to the 1000-Hz data.

C. Discussion

The Colburn model assumes that a single value repre-
senting binaural sensitivity at a particular frequency can ac-
count for intersubject differences in binaural unmasking.
This binaural sensitivity parameter was set from BMLD
measures taken with a diotic masker and target that was ei-
ther diotic~NoSo! or inverted at one ear to produce an inter-
aural phase difference ofp ~NoSp!. These conditions are
most analogous to the spatial configurations in which the
masker is directly in front of the listener~and the masker is
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essentially diotic!. For most of the configurations with the
masker at 0°, model predictions agree well with observed
results. In contrast, larger discrepancies between the modeled
and measured results arise when the masker is at 45° and 90°
~conditions in which there are significant ILDs in the
masker!.

While there are some conditions in which the model
predictions consistently over- or underestimate binaural un-
masking@e.g., results for subject S1 at 1000 Hz in Fig. 7~a!
or for subject S3 at 1000 Hz in Fig. 7~b!#, there are other
conditions for which changing the single subject-specific
‘‘binaural sensitivity’’ of the model cannot account for dis-
crepancies between the model predictions and the measure-
ments@e.g., results for subject S2 at 500 Hz in Fig. 6~b! or
for subject S4 at 1000 Hz in Fig. 7~c!#.

The current results suggest that subjects differ not only
in their overall sensitivity to binaural differences, but also in
the dependence of binaural sensitivity on the interaural pa-
rameters in masker and/or target. In particular, binaural sen-
sitivity appears to depend on the interaural level difference in
the masker differently for different subjects. As a result, in-
dividualized model prediction errors are generally larger
when there are large ILDs in the masker than when the
masker has near-zero ILD. While the Colburn model has
been tested~and shown to predict results relatively well! in
many studies in which target and masker vary in their inter-
aural phase parameters, there are few studies that manipulate
the target and masker ILD. These results suggest the need for
additional behavioral and theoretical studies of the effects of
ILD in binaural detection tasks.

Even though there are specific conditions for which pre-
dictions fail to account for the results for a particular subject,
the model captures many of the general patterns in results,
including the tendency for binaural unmasking to decrease as
the ILD in the masker increases and how the amount of
binaural unmasking depends on the angular separation of
target and masker and the frequency of the target.

VI. GENERAL DISCUSSION

The current study is unique in measuring how tone de-
tection thresholds are affected by target and masker location
when sources are very close to the listener. Results show that
for sources very close to the listener, small changes in source
location can lead to large changes in detection threshold.
These large changes arise from changes in both the TMR
~affecting the better-ear contribution to spatial unmasking!
and ILDs ~affecting the binaural contribution to spatial un-
masking!.

The current results demonstrate how the relative impor-
tance of better-ear and binaural contributions to spatial un-
masking change with target and masker location, including
source distance~in contrast to previous studies that consid-
ered only angular separation of relatively distant sources!.
The relative importance of better-ear contributions to spatial
unmasking increases as masker distance decreases, probably
because of increases in the ILD in the masker, which reduce
the amount of binaural unmasking. The better-ear contribu-
tion also increases as target distance decreases, primarily be-
cause the TMR changes more rapidly with target angle when

the target is near the listener. The relative importance of the
better-ear contribution to spatial unmasking increases with
target frequency, both because the absolute magnitude of
better-ear factors increases and because the binaural contri-
bution to unmasking decreases. For a 500-Hz target, binaural
and better-ear factors are roughly equally important when the
masker is in the median plane. However, better-ear factors
become relatively more important as the masker is displaced
laterally, in part because the amount of binaural spatial un-
masking decreases with masker ILD. This trend, which is
predicted by the Colburn model, helps to explain large dif-
ferences in the amount of spatial unmasking observed in pre-
vious studies~e.g., Ebataet al., 1968; Gatehouse, 1987; San-
ton, 1987!. Specifically, more spatial unmasking arises when
the masker is positioned in front of the listener and the target
location is varied~leading to near-zero ILDs in the masker!
than when the target is fixed in location and the angle of
masker is varied~leading to progressively larger ILDs in the
masker with spatial separation of target and masker!.

Binaural processing contributes up to 10 dB to spatial
unmasking for the spatial configurations tested. In theory,
differences in target and masker distance cause differences in
target and masker ILD when the sources are off the median
plane, leading to binaural unmasking. However, in the cur-
rent study evidence of binaural unmasking resulting from
differences in target and masker distance was observed only
for Subject S1, who had both the largest BMLDs and the
largest ILDs of the four subjects in the study.

Although monaural detection thresholds were not di-
rectly measured in the current study, binaural performance is
always better than or equal to the performance predicted by
analysis of the TMR at the better ear. Thus, the current study
does not help to explain results suggesting that binaural per-
formance sometimes falls below monaural performance us-
ing the better ear alone, particularly for configurations with
large ILDs ~Bronkhorst and Plomp, 1988; Shinn-
Cunninghamet al., 2001!. One important distinction be-
tween the current study and these previous reports is that the
current study measured tone detection for relatively low-
frequency tones, whereas both of the previously cited studies
measured speech intelligibility, a suprathreshold task that
emphasizes information at higher frequencies. Further stud-
ies are necessary to help determine when binaural stimula-
tion may actually degrade performance compared to monau-
ral, better-ear performance.

Intersubject differences in the amount of spatial unmask-
ing are large and arise from individual differences in~1!
HRTFs, ~2! overall binaural sensitivity, and~3! the way in
which binaural sensitivity varies with spatial configuration of
target and masker. The Colburn~1977b! model of binaural
processing predicts overall trends in behavioral measures of
binaural unmasking, but fails to capture subject-specific
variations in performance. The spatial configurations for
which model predictions are least accurate are the positions
for which large ILDs arise in masker and/or target, condi-
tions that have not been extensively tested in previous stud-
ies. The current results suggest that the Colburn model must
be modified so that subject differences in binaural sensitivity
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vary not only in overall magnitude but as a function of the
interaural differences in the masker.

While predictions from the Colburn model~taking into
account differences in the stimuli presented to the individual
subjects as well as individual differences in binaural sensi-
tivity ! cannot account for some small but significant inter-
subject differences in spatial unmasking, rough predictions
of the amount of spatial unmasking capture most of the ob-
served changes in detection threshold with spatial configura-
tion. For instance, generic acoustic models of HRTFs~e.g.,
KEMAR measurements or spherical-head model predictions!
combined with predictions of binaural unmasking using ‘‘av-
erage’’ model parameters should produce predictions that fall
within the range of behavior observed across a population of
subjects.

VII. CONCLUSIONS

~1! Acoustic cues~particularly TMR and ILD! vary dramati-
cally with source distance and direction for nearby
sources. Therefore, when source distance varies, the ef-
fect of source location on both the better-ear and binau-
ral contributions to spatial unmasking is complex.

~2! For nearby sources, the better-ear contribution to pure-
tone spatial unmasking can be very large~as much as 25
dB! compared to conditions where sources are relatively
far from the listener.

~3! The binaural contribution to spatial unmasking decreases
with increasing masker ILD. As a result, the binaural
contribution to spatial unmasking is smaller for lateral
sources very near the head than for more distant sources
at the same lateral angle relative to the listener.

~4! Intersubject differences in spatial unmasking are larger
for nearby sources than for far sources, in part because
there are larger acoustic differences in HRTFs for nearby
sources compared to more distant sources. However,
there also are subject-specific differences both in binau-
ral sensitivity and on how ILDs influence binaural sen-
sitivity.

~5! Predictions based on Colburn’s analysis~1977b! show
the correct general trends in binaural detection for both
near and far sources, but cannot account for small, but
consistent, subject-specific differences in performance,
particularly when large ILDs are present in the masker.
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APPENDIX: BINAURAL MODELING

A modified version of the model presented in Colburn
~1977b! was used to predict the amount of binaural unmask-
ing, defined as the difference in detection thresholds when
target and masker are at the same spatial location and when
they are in different locations. The predicted amount of bin-
aural unmasking for a target at frequencyf 0 is computed as

s~ f 0 ,aT ,fT ,aM ,fM ,BMLD,K !

5AmaxS 1,
aT

4

aM
4 D 1~2•10BMLD/1021!R~aM,10K/10!

F2~fM , f 0!

16 S 11
aT

2

aM
2

22
aT

aM
cos~fM2fT!D 2

, ~A1!

where aT510ILD2T/20; aM510ILD2M /20; ILD2T and ILD2M are the interaural level differences in target and masker
~respectively! in dB; fT andfM are the IPDs of target and masker~respectively! in radians; BMLD is the~subject-specific!
binaural masking level difference in dB;K is the level of masker relative to absolute detection threshold in quiet, in dB; and
the functionsF2 andR are defined below~all evaluated at the target frequency!.

FunctionF2 represents the extent to which phase shifts in masker cannot be compensated by internal time delays. This
function is given by

F2~fM , f 0!5
(k521000

1000 p~fM/2p f 01k/ f 0 , f 0!exp$2G2~ f 0!@12g~fM/2p f 01k/ f 0!#%

(k521000
1000 p~k/ f 0 , f 0!exp$2G2~ f 0!@12g~k/ f 0!#%

, ~A2!

where p(t, f ) represents the relative number of interaural
coincidence detectors~i.e., neurons in the medial superior
olive! tuned to ITDt and frequencyf; G( f ) represents the
synchrony of firings of the auditory nerve at frequencyf
~squared to account for the sharpening of synchrony in the
cochlear nucleus!; andg~t! is the envelope of the autocorre-

lation function of the auditory nerve fiber impulse response
at autocorrelation delayt. In the current realization of the
model, functionp(t, f ) was modified to allow for a fre-
quency dependence in the distribution of interaural coinci-
dence detectors~as suggested by Stern and Shear, 1996!,
using
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p~t, f 0!5H C(e22pkl u0.2u2e22pkhu0.2u)/0.2, utu,0.2 ms,

C(e22pkl u0.2u2e22pkhu0.2u)/utu, utu>0.2 ms,

kh533106,
~A3!

kl H 0.1~ f 01023!1.1, f 0<1200 Hz,

0.1~120031023!1.1, f 0.1200 Hz,

C5H 0.1534, f 05500 Hz,

0.2000, f 051000 Hz.

G( f ) is given by

G~ f 0!5H A10, f 0<800 Hz,

A10
800

f 0
, f 0.800 Hz.

~A4!

g~t! is given by

g~t!5H 2.3593102411.52073108t421.7643104t2

10.993, utu<0.006,

297.3236utu11.139, utu.0.006,
~A5!

wheret is in milliseconds.
Finally, function R(a,K) characterizes the decrease in

the number of activated auditory nerve fibers in the ear re-
ceiving the less intense signal as a function of masker ILD.
The current implementation uses a modified version of Eq.
~35! from Colburn~1977b!:

R~an!5H S 10 log10an
22K

40 D 2

, an
22K<104,

1, an
22K.104,

~A6!

whereK is the ratio of the spectrum level at the more intense
ear to the detection threshold in quiet. This implementation
of the model assumes that the auditory nerve fibers at each
target frequency have thresholds uniformly distributed~on a
dB scale! over a 40-dB range above the absolute detection
threshold for that frequency.

1System identification using a MLS depends on circular convolution tech-
niques. Theoretically, the approach requires the MLS to be concatenated
with itself and presented an infinite number of times to ensure that the
system is in its steady-state response prior to measuring the response~see
Vanderkooy, 1994!. The resulting estimated system response is a time-
aliased version of the true system response. In the current measures, the
MLS was presented twice and the response to the second repetition was
recorded. Given the length of the MLS used, the room characteristics of
and ambient noise in the environment in which we were measuring, and the
noise in our measurement system, the steady-state response can be approxi-
mated with only two repetitions of the MLS and no significant time aliasing
is present in our measurements.

2Note that this analysis assumes that detection performance depends only on
the target-to-masker ratio or TMR and is independent of the overall masker
level, an assumption that is not valid if the masker is near absolute thresh-
old or at very high presentation levels. For instance, imagine two masker

locations so distant from the listener that the masker is inaudible. These
masker locations would produce identical signal detection thresholds if the
experiment were performed with the distal stimulus intensity fixed; how-
ever, our technique might adjust the masker by different amounts for these
two masker locations in order to achieve a fixed proximal stimulus level at
the ear of the listener, producing two different estimates of spatial unmask-
ing. While holding the distal masker intensity fixed may seem more natural
and intuitive than holding the proximal stimulus level constant, the overall
presentation level of the masker would span an extraordinarily large range
in the current experiments because the masker distance varied between 15
cm and 1 m inaddition to varying in direction. Therefore, we elected to fix
the proximal masker intensity.
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Effects of reverberation on perceptual segregation
of competing voices
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Two experiments investigated the effect of reverberation on listeners’ ability to perceptually
segregate two competing voices. Cullinget al. @Speech Commun.14, 71–96~1994!# found that for
competing synthetic vowels, masked identification thresholds were increased by reverberation only
when combined with modulation of fundamental frequency (F0). The present investigation
extended this finding to running speech. Speech reception thresholds~SRTs! were measured for a
male voice against a single interfering female voice within a virtual room with controlled
reverberation. The two voices were either~1! co-located in virtual space at 0° azimuth or~2!
separately located at660° azimuth. In experiment 1, target and interfering voices were either
normally intonated or resynthesized with a fixedF0. In anechoic conditions, SRTs were lower for
normally intonated and for spatially separated sources, while, in reverberant conditions, the SRTs
were all the same. In experiment 2, additional conditions employed invertedF0 contours. Inverted
F0 contours yielded higher SRTs in all conditions, regardless of reverberation. The results suggest
that reverberation can seriously impair listeners’ ability to exploit differences inF0 and spatial
location between competing voices. The levels of reverberation employed had no effect on speech
intelligibility in quiet. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1616922#

PACS numbers: 43.66.Pn, 43.66.Dc, 43.55.Hy@LRB# Pages: 2871–2876

I. INTRODUCTION

Most research on the perceptual effects of reverberation
on speech has concentrated upon its effects on the transmis-
sion of a single voice in quiet~Houtgast and Steeneken,
1985!. This work has been applied, in the form of the speech
transmission index, to the particular problems of theatrical
auditoria and lecture rooms where one-way verbal commu-
nication is the norm. Often these spaces are large and a de-
gree of reverberation is desirable as a means of delivering the
necessary sound level to the audience. However, too much
reverberation can smear the temporal envelope of the speech,
ultimately rendering it unintelligible. The speech transmis-
sion index can be used to predict the intelligibility of speech
in quiet ~or in simple forms of noise, such as might be pro-
duced by air conditioning! in different environments.

A relatively small amount of research has been con-
ducted on the effects of reverberation on multi-talker com-
munication~Plomp, 1976; Cullinget al., 1994; Darwin and
Hukin, 2000!. However, such work as exists seems to have
serious implications for room design, because reverberation
disrupts listeners’ ability to cope with multiple overlapping
voices far more easily than it does the intelligibility of a
voice in quiet. Plomp used a reverberation room with vary-
ing amounts of inserted sound-absorbing material to show
that thresholds for speech reception against interfering
speech or noise were increased in a more reverberant enclo-
sure. Furthermore, the beneficial effect of spatial separation
of the target and interfering sources was largely abolished in
the presence of reverberation. Cullinget al. measured the
masked identification thresholds for synthesized vowel

sounds in a virtual-acoustic space with controlled surface
absorption. Using a pink noise masker, they also found that
the effect of spatial separation was easily abolished by rever-
beration. Using a competing vowel as a masker, the benefi-
cial effect of differences in fundamental frequency (F0) be-
tween the two vowels~Scheffers, 1983; Assmann and
Summerfield, 1990; Culling and Darwin, 1993a! was robust
to reverberation. However, sinusoidal modulation ofF0 ~for
both target and masker!, which in anechoic conditions had no
effect on masked thresholds, resulted in the abolition of the
F0-difference benefit when combined with reverberation.
Darwin and Hukin used a similar virtual-acoustic method to
examine the effects of reverberation on listeners’ ability to
track a particular voice over time. They found that reverbera-
tion substantially reduced listeners’ ability to use interaural
time delays to attribute competing words to the correct car-
rier sentences. However, for this task, the benefits of conti-
nuity of F0 and vocal tract length were more robust in re-
verberation.

Current theories of segregation byF0 suggest that the
auditory system can suppress one harmonic interfering voice,
perhaps by a harmonic-cancellation process~de Cheveigne´,
1997!, permitting superior understanding of the remaining
voice. The evidence for this scheme is largely based on ex-
periments with simultaneous vowels. If simultaneous vowels
have differentF0s, then they can be identified more accu-
rately than if they have the sameF0, but two differentF0s
are not the only form of excitation of the vowels that will
result in improvements in their identification. It is evidence
from these alternative forms of excitation that points specifi-
cally to cancellation. If one vowel is inharmonic~Summer-
field and Culling, 1992; de Cheveigne´ et al., 1997!, recogni-
tion of the competing vowel is improved compared to havinga!Electronic mail: cullingj@cardiff.ac.uk
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both on the sameF0. Similarly, if one vowel is excited by
noise, resulting in a whispered timbre, recognition of that
vowel improves compared to having both vowels on the
sameF0 ~Lea, 1992!. In both cases, identification of the
vowel that remains harmonic is unaffected. However, if both
vowels are inharmonic or whispered, the advantage is lost.
Thus, if one vowel has any spectral microstructure that dif-
fers from a harmonic competitor, then it can be perceptually
separated from that competitor and better identified. A can-
cellation mechanism would be expected to produce this pat-
tern of performance, because it will cancel the harmonic
competitor, leaving inharmonic or noise-excited sounds rela-
tively unaffected. In real listening situations, both voices are
harmonic, but~most of the time! differ in F0. It seems likely
that the cancelled voice is the dominant and/or more intense
one, because ability to match the pitch of each vowel corre-
lates with identification accuracy~Assmann and Paschall,
1998! and identification of theF0 is presumably a prerequi-
site for cancellation.

The human voice varies rapidly inF0 over a full octave
during normally intonated speech. The question therefore
arises of how the cancellation mechanism deals with this
moving target. Further experiments with simultaneous vow-
els have modulatedF0 sinusoidally, creating an effect simi-
lar to operatic vibrato. Using these stimuli, it has been found
that the ability to exploit differences inF0 seems to correlate
with the mean instantaneous difference inF0 across the
stimulus~as opposed to the difference between the long-term
meanF0’s). Thus, vowels modulated out of phase around
the same meanF0 are better identified than if they are
modulated in the same phase~Darwin and Culling, 1990!.

Harmonic cancellation of the dominant voice will pro-
vide the listener with better identification of individual
speech sounds, but the reconstruction of separated sentences
also requires the linkage of separated speech elements across
time. In addition to this cancellationlike process, therefore, it
is possible that listeners useF0 in a number of other ways.
First, the meanF0 of a person’s voice may be used in order
to focus attention on that voice in the presence of a compet-
ing interferer with a different meanF0 ~Cherry, 1953!; this
would enable a listener to acquire or reacquire the appropri-
ate stream of information and to avoid confusing it with the
interfering stream. Second, the attention on the correct
stream can also be maintained if theF0 of the target voice is
tracked continuously~Parsons, 1976!. Continuous tracking
of theF0 may enable a listener to deal with two voices with
the same meanF0, although the tracking process is suscep-
tible to confusion when the two voices’F0’s intersect~Cull-
ing and Darwin, 1993b!. Darwin and Hukin’s~2000! experi-
ments with reverberation indicate that use of theF0 contour
to track a target voice is also affected by reverberation, but
that it is more robust to reverberation than benefits due to
differences in spatial location.

It is not entirely clear how the combination ofF0 modu-
lation and reverberation disrupts theseF0-segregation
mechanisms. However, it seems likely that, when theF0
varies over time, wavefronts that have been delayed by their
passage around the walls of the room have a differentF0
from direct sound that arrives simultaneously at the receiver;

direct and reflected waves were emitted from the modulating
source at different times. In this way, theF0 of the interfer-
ing source is smeared in the sense that the harmonic series is
less clearly defined in the stimulus. This smearing may make
the interfering voice more difficult to cancel. Darwin and
Hukin ~2000! showed that reverberation can also upset lis-
teners ability to useF0 in order to link successive words
from the same voice. It is less clear how the smearing would
affect that process.

The present investigation is a follow up to that of Cull-
ing et al. ~1994!, using running speech. The stimuli used in
their study were highly artificial, but contained key features
found in everyday listening situations. Some degree of rever-
beration is common to practically all listening environments
and modulation ofF0, while not normally sinusoidal, is un-
avoidable in natural speech. Indeed, normally intonated
speech involves modulation ofF0 that is both rapid~up to 5
oct/s! and typically varies over a full octave~O’Shaunessy
and Allen, 1983!. This modulation is both faster and more
extreme than the60.7%–12%, 5-Hz sinusoidal modulation
used by Cullinget al. It is noteworthy that the combination
of such subtle modulation ofF0 and reverberation resulted
in a collapse in listeners’ ability to use differences inF0, one
of the best-established cues to perceptual separation of com-
peting voices.

II. EXPERIMENT 1

Because Cullinget al. ~1994! found that the effect of
differences inF0 was robust to reverberation whenF0 was
not modulated, but not when it was modulated, experiment 1
tested whether the same happens with running speech. In
order to do this, the speech was resynthesized with either the
original or a monotonizedF0 contour. This method has pre-
viously been used in order to control differences inF0 for
concurrent speech~Brokx and Nooteboom, 1982!. Then,
speech reception thresholds~SRTs! were measured for target
and interfering voices that had these different contours. The
results of Cullinget al. suggest that SRTs might be lower
using the monotonized speech than using normally intonated
speech when reverberation is present, because the
F0-segregation mechanism is only impaired in the intonated
case.

A. Stimuli

The corpus of sentences was from the Harvard Sentence
List ~Rothauseret al., 1969!. The recordings of voice DA,
made at M.I.T. and digitized at 20 kHz with 16-bit quantiza-
tion, were used as the basis of all stimuli. The sentences have
low predictability and each has five designated keywords
~given here in capitals!. For instance, one sentence used in
the current experiment was ‘‘the STEMS of the TALL
GLASSES CRACKED and BROKE.’’ These sentences were
manipulated using the Praat PSOLA speech analysis and re-
synthesis package. For monotonized speech, the meanF0 for
each sentence was calculated and the sentence was resynthe-
sized with thisF0 throughout.

Interfering sentences were generated by feminizing the
voice of DA. His voice was increased inF0 by a factor of
1.8 and, using the resynthesis and resampling1 method of
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Darwin and Hukin~2000!, the spectral envelope was shifted
up in frequency by 15%, to simulate a shorter vocal tract.
The factor of 1.8 reduced the number of target/interferer
pairs for which the monotonous versions were an exact oc-
tave apart; the resulting mean absolute deviation from an
octave relationship was just over 2 semitones, but 15% were
still within half a semitone of an octave difference. Eight
interfering sentences were created in this way.

Reverberation was added using the image~ray-tracing!
method~Allen and Berkley, 1979; Peterson, 1986! as imple-
mented in theuWAVE signal processing package~Culling,
1996!. The virtual room and source/receiver configuration
was identical to that of Cullinget al. ~1994!. The room had
dimensions 5 m long33.2 m wide32.5 m high and virtual
sources were 2 m from the receivers. The two receivers,
separated by 20 cm, were placed along an axis at 30° to the
5-m wall on either side of a center point located 1.2 m from
the 5-m wall and 1.9 m from the 3.2-m wall. The receivers
were modeled as microphones suspended in space with no
head between them. Absorption coefficients for each internal
surface of the room were 0.3 for the reverberant room, giving
a direct-to-reverberant ratio of210 dB and a reverberation
time of approximately 400 ms. For the anechoic room the
coefficients were set to 1, giving an infinite direct-to-
reverberant ratio. Binaural stimuli were produced by gener-
ating the impulse responses for the two receivers in virtual
space and convolving the speech samples with these two
impulse responses.

Stimuli were created for eight different conditions.
These conditions covered two levels of reverberation
~anechoic versus reverberant!, two forms of intonation~origi-
nal versus monotonized! and two spatial configurations
~0°/0° vs160°/260°! in all possible combinations. Ten tar-
get sentences were created for each condition. Target and
interfering sounds shared the same reverberation and form of
intonation.

B. Procedure

Sixteen listeners each attended a single 90-min session.
The session began with two practice runs using monaurally
presented and unprocessed speech, in order to familiarize the
listeners with the task. The following eight runs measured
SRTs in each of the eight different conditions. The order of
the conditions was rotated for successive listeners, while the
sentence materials remained in the same order. Each of the
80 target sentences was thus presented to every listener in the
same order and contributed equally to each condition. This
procedure also ensured that each condition was presented in
each serial position within the experimental session, counter-
balancing order effects.

SRTs were measured using a 1-up/1-down adaptive
threshold method~Plomp and Mimpen, 1979; Plomp, 1986;
Culling and Colburn, 2000!. For an individual SRT measure-
ment, the ten male-voice target sentences were presented one
after another, each one against the same ‘‘female-voice’’ in-
terfering sentence. The listeners were instructed to listen to
the male voice. The target-to-interferer ratio was initially
very low. In the initial phase, listeners had the opportunity to
listen to the first sentence a number of times, each time with

an increased target-to-interferer ratio. Listeners were in-
structed to attempt a transcript of the first sentence using a
computer terminal when they believed that they could hear
more than half the words of the male voice. Once the first
transcript was entered, the correct transcript was displayed
on the computer terminal, with the five key words in capitals.
The listener self-marked how many of the key words were
correct. Subsequent target sentences were presented only
once and self-marked in a similar manner; the level of the
target speech was decreased by 2 dB if the listener correctly
identified three or more of the five key words in the previous
sentence, and otherwise increased by 2 dB. SRTs for a given
condition/run were taken as the mean signal level derived in
this way on the last eight trials. Each SRT measurement used
a different interfering sentence.

Signals were digitally mixed, D/A converted, and ampli-
fied using a Tucker-Davis System II psychoacoustic rig
~AP2, DD1, PA4, HB6! and presented to listeners over
Sennheisser HD414 headphones in a single-walled IAC
sound-attenuating booth within a sound-treated room. A
computer terminal screen was visible outside the booth win-
dow; its keyboard was inside.

C. Results

In the anechoic conditions, Fig. 1 shows that mean SRTs
were lower for intonated speech, indicating that listeners
found the intonated speech intrinsically more intelligible
than the monotonized speech. However, in the reverberant
conditions there was no such effect. A three-factor analysis
of variance ~environment3F0 contour3spatial separation!
reflected this pattern with a significant main effect ofF0
contour @F(1,15)510.4,p,0.01# and an interaction be-
tween environment andF0 contour @F(1,15)520.0,p
,0.001#. Similarly, SRTs were lower for spatially separated
voices in anechoic conditions, but not in reverberant condi-
tions, producing a significant main effect of spatial separa-
tion @F(1,15)514.7,p,0.005# and an interaction between
spatial separation and environment@F(1,15)55.4,p
,0.05#. Thus listeners could exploit the differences in spa-

FIG. 1. Mean speech-reception thresholds in anechoic and reverberant con-
ditions and for intonated~circles! and monotonous~squares! speech. Target
and interfering sources were either both in front~0°/0°! or on either side
~160°/260°!. Lower thresholds imply greater intelligibility and/or percep-
tual separation. Error bars are one standard error of the mean.
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tial location between the two competing voices, but only in
the anechoic case. As a result of both these environment-
specific effects, SRTs were also significantly lower overall in
anechoic conditions@F(1,15)5112.2,p,0.001#.

D. Discussion

Consistent with the results of Plomp~1976! and Culling
et al. ~1994!, reverberation abolished listeners’ ability to ex-
ploit differences in spatial location. The effect was more
complete in the present study~and in that of Cullinget al.!
than in Plomp’s experiments, probably because the sound
sources in the present study were placed at a greater distance
~2 m vs 1 m!, within a smaller~virtual! room of~40 m3 vs 63
m3!; both of these factors would have the effect of reducing
the direct to reverberant ratio. This result is also consistent
with Hukin and Darwin’s work~using a similar virtual room,
but with slightly different listener position! on the roles of
F0 and ITD regarding the specific task of linking words
from the same utterance. They found that reverberation dis-
rupted both cues, but that the usefulness of different ITDs
was more easily disrupted by reverberation than the effects
of different F0s.

However, contrary to expectations based on the results
of Culling et al., monotonous speech was no more intelli-
gible than intonated speech under reverberant conditions. In
fact, intonated speech gave lower SRTs than monotonous
speech in anechoic conditions and the two were approxi-
mately equal in reverberant conditions. It is possible that the
monotonous condition was impaired to some degree by the
occasional pair of target and interfering sentences that were
close to an octave relationship. However, the advantage of
intonated speech in anechoic conditions can probably be re-
lated more to exploitation of prosodic information. Prosodic
information is provided by variations in theF0, amplitude,
and rhythm of speech, so monotonization removes one of
these three sources of information. The information contrib-
utes to intelligibility at multiple levels~Cutler et al., 1997!
and the removal of theF0-modulation element produces a
cost in intelligibility equal to a 2.5-dB change in SRT~based
on the difference in SRT for anechoic monotone and into-
natedF0 contours!.

Since intonated speech is intrinsically more intelligible
in anechoic conditions, one interpretation of the pattern of
results is that reverberation destroys listeners’ ability to ex-
ploit prosodic information conveyed by the intonation con-
tour to assist speech intelligibility. However, given the re-
sults from Culling et al.’s experiments with concurrent
synthetic vowel sounds, there is a more likely interpretation.
It may be that intonated speech is intrinsically more intelli-
gible than monotonous speech for all conditions, but that it is
difficult to useF0 differences to perceptually separate two
intonated voices in a reverberant setting; the monotonous
speech may be perceptually separated from the~monoto-
nous! interfering voice relatively well in the reverberation,
but since it is less intelligible than the intonated speech, the
SRT is no better. These two effects may be offsetting each
other and yielding similar SRTs in all the reverberant condi-
tions. Experiment 2 was designed to differentiate between
these two possibilities.

III. EXPERIMENT 2

Experiment 2 discriminated between the different pos-
sible interpretations of the results from experiment 1 by add-
ing conditions that used inverted intonation contours. These
contours provide equal modulation ofF0 ~to disrupt segre-
gation byF0 under reverberation!, but were not expected to
contribute to intrinsic speech intelligibility. Speech with an
invertedF0 contour has a vague, questioning tone; the fall in
F0 characteristic of the end of a statement is replaced with
the rising F0 contour of a question and the stress sounds
odd, because stressed syllables have an unnatural combina-
tion of low pitch and high intensity. Otherwise, the inverted-
F0 speech sounded clearly articulated and natural.

A. Stimuli

The stimuli were largely similar to those for experiment
1, but using different target sentences from the same voice.
In addition, the larger number of conditions required some
additional interfering sentences; the choice of all 12 interfer-
ing sentences was reviewed to ensure that they were longer
than all target sentences.

The eight conditions from experiment 1 were replicated.
Four additional conditions were added that had invertedF0
contours. Inversion of theF0 contour was applied to both
target and interferer. For inverted speech, the newF0, F08,
was derived for each analysis frame using the following
equation:

F085
meanF02

F0
. ~1!

Here, F0 is the fundamental frequency of the frame and
meanF0 is the mean fundamental frequency calculated over
the duration of the sentence.

B. Procedure

Thirty-six new listeners each attended a single 2-h ses-
sion. They completed the same two practice runs as in ex-
periment 1 and 12 experimental runs, covering the 12 differ-
ent conditions. As in experiment 1 the conditions were
rotated from one listener to the next, while the sentence ma-
terials remained in the same order. The equipment was iden-
tical save for the use of Sennheiser HD590 headphones.

C. Results

Figure 2 shows mean SRTs for 36 listeners in experi-
ment 2. SRTs for the eight conditions replicated from experi-
ment 1 were similar in pattern to those from that experiment,
although on average several dB higher. The effect of spatial
location was, again, abolished by reverberation, and into-
nated speech again gave lower thresholds than monotonous
speech in anechoic conditions only. SRTs for the four addi-
tional conditions with invertedF0 contours were substan-
tially higher than the other conditions across all conditions of
reverberation and spatial separation.

The results were analyzed with a three-way analysis
of variance~environment3F0 contour3spatial separation!.
SRTs were, again, significantly lower for spatially separated
sources@F(1,35)526.9,p,0.001# and under anechoic con-
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ditions @F(1,35)5407.5,p,0.001#. In addition, the three
types of F0 contour differed significantly @F(2,70)
560.3,p,0.001#. The effects of spatial separation andF0
contour interacted with the presence of reverberation. First,
the effect of spatial separation was abolished in reverbera-
tion, producing an interaction between environment and spa-
tial separation@F(1,35)551.1,p,0.001#. Simple main ef-
fects showed the effect of spatial separation to be significant
only in anechoic conditions@F(1,1)550.9,p,0.001#. Sec-
ond, the convergence of SRTs from the monotonous and nor-
mally intonated conditions under reverberation produced an
interaction betweenF0 contour and environment@F(2,70)
54.3,p,0.02#. However, SRTs from the new inverted-F0
conditions did not converge with the other conditions in re-
verberation. Tukey pairwise comparisons confirmed that all
threeF0 contours differed from each other in anechoic con-
ditions ~normally intonated versus monotonous,q57.01, p
,0.001; normally intonated versus inverted,q512.16, p
,0.001; monotonous versus inverted,q55.15, p,0.01),
but that in reverberant conditions the inverted condition pro-
duced higher SRTs~intonated versus inverted,q59.56, p
,0.001; monotonous versus inverted,q58.51, p,0.001),
while the monotonous and normally intonated conditions
were indistinguishable. It is worth noting that the difference
between the normally intonated and the inverted conditions
contracted only marginally from 2.99 dB in anechoic condi-
tions to 2.35 dB in the reverberant conditions. Thus, the
F0-contour3environment interaction was produced by a
change in the SRTs for the monotonous conditionsrelative to
the other two when the environment is changed from
anechoic to reverberant.

D. Discussion

Surprisingly, the inverted-F0 speech wasless intelli-
gible than the monotonized speech, despite the fact that it
sounded considerably more acceptable, and less artificial,
than the monotonized speech. The best explanation we can
offer for this outcome is that when theF0 contour is

monotonized there is a simple loss of prosodic information.
Prosodic information usually comes from three sources, the
F0 contour, the intensity contour, and the rhythm of the ut-
terance. A monotonousF0 contour provides no prosodic in-
formation; listeners either disregard it, or simply perform
worse due to the loss of information. In the inverted-F0
condition, on the other hand, the intonation contour is plau-
sible, and listeners clearly attempt to exploit it. Since it is not
the correct contour, it does not provide the correct informa-
tion. Indeed, it probably disturbs listeners’ normal processing
by providing information that conflicts with that from the
rhythmic and intensive aspects of the speech. The listeners’
comprehension of the sentences is thus actively mislead.

It has previously been demonstrated that distortions of
normal prosodic information can affect speech processing.
For instance, Cutler and Clifton~1984! made recordings of
isolated two-syllable words using a trained speaker who de-
liberately misplaced the primary lexical stress. Reaction
times in a semantic processing task showed that listeners
could process correctly intonated words more rapidly than
incorrectly intonated ones. However, Cutler and Clifton’s ex-
periment and similar experiments by other authors were con-
founded to some extent by phonetic differences between
stressed and unstressed syllables~Cutleret al., 1997!. Cutler
et al. conclude that the role of lexical stress in lexical access
is probably quite limited for English, because few words are
distinguished by prosody alone. Using a cross-splicing tech-
nique, Cutler and Darwin~1981! showed that preceding pro-
sodic context had a strong influence on the speed and accu-
racy of processing of subsequent words. By independently
modulating the amplitude, timing, andF0 cues, Cutler
~1987! showed that each cue made its own contribution to
this effect, although, when intensity andF0 cues were incon-
sistent~as in experiment 2!, reaction times were particularly
long. In addition to these effects, it is possible that distortions
of vowel intrinsic pitch are making some contribution to the
deleterious effect of invertedF0 contours.

Regarding the original purpose of the experiment, the
large difference between the intonated and inverted-F0 con-
ditions shows that listenerswereable to exploit information
conveyed by theF0 contour in the presence of reverberation.
Since this difference in thresholds is of a similar magnitude
in both anechoic and reverberant conditions, it seems likely
that the invertedF0 contour continues to actively mislead
listeners in the reverberant case. This outcome clarifies the
interpretation of experiment 1.; the idea that reverberation
destroys listeners’ ability to make use of the prosodic infor-
mation in theF0 contours must be abandoned. In both ex-
periments, the differences between normally intonated and
monotonized speech were abolished in reverberant condi-
tions. Since reverberation does not affect prosodic process-
ing, then this effect must be attributed to better perceptual
separation of the monotonized speech, compared to the nor-
mally intonated speech under reverberation. The more robust
perceptual segregation of monotonized speech in reverberant
conditions can be seen from the fact that it has a lower SRT
compared to the intonated and inverted conditions in the re-
verberant case than it does in the anechoic case.

Finally, overall differences in mean SRT between ex-

FIG. 2. Mean speech-reception thresholds in anechoic and reverberant con-
ditions and for intonated~open circles!, monotonous~open squares!, and
inverted-F0 ~filled inverted triangles! speech. Target and interfering sources
were either both in front~0°/0°! or on either side~160°/260°!. Lower
thresholds imply greater intelligibility and/or perceptual separation. Error
bars are one standard error of the mean.
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periments 1 and 2 can be mainly attributed to the change in
the set of target sentences. The differences observed here are
consistent with unpublished measurements by Zurek~1996!
using the same recordings. These show that lists 1–12 from
the Harvard corpus of sentences~used in experiment 1! tend
to yield SRTs 2–3 dB lower than lists 40–73. Experiment 2
used lists 40–51, inclusive. More careful selection of inter-
fering sentences in experiment 2~so that they were always
longer than the targets! may also have contributed to the
higher SRTs observed in that experiment.

IV. CONCLUSIONS

The hypothesis that speaking in a monotone at reverber-
ant cocktail parties would aid communication is not sup-
ported, because monotonous speech is intrinsically less intel-
ligible than normally intonated speech. Nevertheless, we
have shown that reverberation has a detrimental effect on
listeners’ ability to perceptually separate voices with nor-
mally intonatedF0 contours. Reverberation also disrupts lis-
teners’ ability to exploit differences in the spatial location of
competing voices/sounds. These two effects both degrade so-
cial communication in reverberant rooms, and should be con-
sidered when designing spaces intended for social interac-
tion.
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The reverberation time~RT! is an important parameter for characterizing the quality of an auditory
space. Sounds in reverberant environments are subject to coloration. This affects speech
intelligibility and sound localization. Many state-of-the-art audio signal processing algorithms, for
example in hearing-aids and telephony, are expected to have the ability to characterize the listening
environment, and turn on an appropriate processing strategy accordingly. Thus, a method for
characterization of room RT based on passively received microphone signals represents an
important enabling technology. Current RT estimators, such as Schroeder’s method, depend on a
controlled sound source, and thus cannot produce an online, blind RT estimate. Here, a method for
estimating RT without prior knowledge of sound sources or room geometry is presented. The
diffusive tail of reverberation was modeled as an exponentially damped Gaussian white noise
process. The time-constant of the decay, which provided a measure of the RT, was estimated using
a maximum-likelihood procedure. The estimates were obtained continuously, and an order-statistics
filter was used to extract the most likely RT from the accumulated estimates. The procedure was
illustrated for connected speech. Results obtained for simulated and real room data are in good
agreement with the real RT values. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1616578#

PACS numbers: 43.66.Yw@MK # Pages: 2877–2892

I. INTRODUCTION

The estimation of room reverberation time~RT! has
been of interest to engineers and acousticians for nearly a
century ~Sabine, 1922; Kuttruff, 1991!. The RT of a room
specifies the duration for which a sound persists after it has
been switched off. The persistence of sound is due to the
multiple reflections of sound from the various surfaces
within the room. Historically, the RT has been referred to as
the T60 time, which is the time taken for the sound to decay
to 60 dB below its value at cessation.

Reverberation results in temporal and spectral smearing
of the sound pattern, thus distorting both the envelope and
fine structure of the received sound. Consequently, the RT of
a room provides a measure of the listening quality of the
room. This is of particular importance in speech perception
where it has been noted that speech intelligibility reduces as
the RT increases, due to masking within and across pho-
nemes~Knudsen, 1929; Bolt and MacDonald, 1949; Nabelek
and Pickett, 1974; Nabelek and Robinson, 1982; Nabelek
et al., 1989!. The effect of reverberation is most noticeable
when speech recorded by microphones is played back via
headphones. Previously unnoticed distortions in the sound
pattern are now clearly discerned even by normal listeners
@see Hartmann~1997! for a discussion#, highlighting the re-
markable echo suppression and dereverberation capabilities
of the normal auditory system when the ears receive sounds
directly. For hearing-impaired listeners, the reception of re-
verberant signals via the microphone of a hearing aid exac-
erbates the problem of listening in challenging environments.

While derverberation is an active area of investigation, state-
of-the-art hearing aids, or other audio processing instru-
ments, implement signal processing strategies tailored to
specific listening environments. These instruments are ex-
pected to have the ability to evaluate the characteristics of
the environment, and accordingly turn on the most appropri-
ate signal processing strategy. Thus, a method that can char-
acterize the RT of a room from passively received micro-
phone signals represents an important enabling technology.

In the early 20th century, Sabine~1922! provided an
empirical formula for the explicit determination of RT based
solely on the geometry of the environment~volume and sur-
face area! and the absorptive characteristics of its surfaces.
Since then, Sabine’s reverberation-time equation has been
extensively modified and its accuracy improved@see Kuttruff
~1991! for a historical review of the modifications#, so that,
today, it finds use in a number of commercial software pack-
ages for the acoustic design of interiors. Formulas for calcu-
lation of RT are used in anechoic chamber measurements,
design of concert halls, classrooms, and other acoustic spaces
where the quality of the received sound is of greatest impor-
tance, and the extent of reverberation must be controlled.
However, to determine the RT of existing environments, both
the geometry and the absorptive characteristics have to be
first determined. When these cannot be determined easily, it
is necessary to search for other methods, such as those based
purely on the controlled recordings of excitation sounds ra-
diated into the test enclosure.

Methods that employ an excitation signal for measuring
RT are based on sound decay curves. In the Interrupted
Noise Method ~ISO 3382, 1997!, a burst of broad- ora!Electronic mail: ratnam@uiuc.edu
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narrow-band noise is radiated into the test enclosure. When
the sound field attains steady state, the noise source is
switched off and the decay curve is recorded. RT is estimated
from the slope of the decay curve. However, because of fluc-
tuations in the excitation noise signal, the decay curve will
differ from trial to trial, and so RTs from a large number of
decay curves must be averaged to obtain a reliable estimate.
To overcome this drawback Schroeder~1965a, 1966! devel-
oped the Integrated Impulse Response Method where the ex-
citation signal is a brief pulse, either broad- or narrow-band.
For a brief pulse the enclosure output is simply the impulse
response of the enclosure in the specified frequency band.
Schroeder showed that the impulse response of the enclosure
is related via a certain integral to the ensemble average of the
decay curve obtained using the interrupted noise method, and
so repeated trials were unnecessary. Both methods, while
theoretically and practically important, require careful con-
trol of the experiment. Specifically, a suitable excitation sig-
nal must be available, and it must have sufficient power to
provide at least a 35-dB decay range before the noise floor is
encountered@see ISO 3382~1997! for specifications of the
experiment#. Under these conditions, both methods provide
reliable RT estimates, with Schroeder’s method being supe-
rior because it is the average of an infinite number of inter-
rupted noise measurements.

While Schroeder’s method continues to have immense
practical utility, and has been improved over the years~see
Chu, 1978; Xiang, 1995, for example!, there is at present no
‘‘blind’’ method that can estimate room RT from passively
received microphone signals. The objective of this work is to
establish a method for determining RT when the room geom-
etry and absorptive characteristics are unknown, or when a
controlled test sound cannot be employed. A blind method
that works with speech sounds would be particularly impor-
tant for incorporating in hearing-aids or hands-free telephony
devices. Partially blind methods have been developed in
which the characteristics of the room are ‘‘learned’’ using
neural network approaches~Tahara and Miyajima, 1998;
Nannariello and Fricke, 1999; Coxet al., 2001!, or some
form of segmentation procedure is used for detecting gaps in
sounds to allow the sound decay curve to be tracked~Lebart
et al., 2001!. The only other method that can be described as
truly blind is ‘‘blind dereverberation,’’ where the aim is to
recover a sound source by deconvolving the room output
with the unknown room impulse response. When deconvolu-
tion is successful, a useful by-product is the room impulse
response from which the RT can be estimated~using, say,
Schroeder’s method!. However, deconvolution is difficult to
perform because it requires the room impulse response to be
minimum phase, a condition that is not met in most real
environments~Neely and Allen, 1979; Miyoshi and Kaneda,
1988!. It should be noted that RT can always be determined
if the room impulse response is known, whether it is mini-
mum or nonminimum phase. The minimum phase condition
is only necessary for determining the impulse response via a
deconvolution. This limits the applicability of the method.

Here we develop a technique for blind estimation of
reverberation time based solely on passively recorded
sounds. The estimator is based on a simplified noise decay

curve model describing the reverberation characteristics of
the enclosure. Sounds in the test enclosure~speech, music, or
other pre-existing sounds! are continuously processed and a
running estimate of the reverberation time is produced by the
system using a maximum-likelihood parameter estimation
procedure. A decision-making step then collects estimates of
RT over a period of time and arrives at the most likely RT
using an order-statistics filter. The method complements ex-
isting methods of RT estimation, being useful in situations
where only passively received microphone signals are avail-
able.

II. THEORY

A model for blind estimation of reverberation time is
presented. This is followed by an algorithm for implementa-
tion, and a decision-making strategy for selecting the esti-
mate that best represents the reverberation time of listening
rooms.

A widely used measure of the reverberation time is the
T60 time first defined by Sabine~1922! and which is now a
part of the ISO reverberation measurement procedure~ISO
3382, 1997!. The T60 time measures the time taken for the
sound level to drop 60 dB below the level at sound cessation.
In practice, a decaying sound in a real environment reaches
the ambient noise floor, thus limiting the dynamic range of
the measured sound to values less than 60 dB, and so it is
usually not possible to directly measureT60. Instead, the
decay rate is estimated by a ‘‘linear least-squares regression
of the measured decay curve from a level 5 dB below the
initial level to 35 dB.’’ @definition adopted from ISO 3382
~1997!, p. 2#. If a 30-dB decay range cannot be measured,
then a 20-dB range can be used. TheT60 is simply the time
taken to decrease by 60 dB from the initial level at the same
decay rate given by the above measurements.

Before describing the model, we motivate the work with
an example. The recorded response of a room to an impul-
sive sound source~a hand-clap! is shown in Fig. 1~a!. As can
be expected, there are strong early reflections followed by a
decaying reverberant tail. If the early reflections are ignored,
the decay rate of the tail can be estimated from the envelope.
Figure 1~c! shows the measurement ofT60 using the decay
rate estimated from the25- to 225-dB decay region. The
procedure that was followed was that developed by
Schroeder~1965a! described below.

We begin with a model for the diffusive or reverberant
tail of sounds in a room. This refers to the dense reflections
that follow the early reflections. All that can be said about
them is that they are the result of multiple reflections, and
appear in random order, with successive reflections being
damped to a greater degree if they occur later in time. The
assumption of randomness is crucial to the development of a
statistical model. When a burst of white noise is radiated into
a test enclosure, the phase and amplitudes of the normal
modes are random in the instant preceding the cessation of
the sound. Consequently, the decaying output of the enclo-
sure following sound cessation will also be random, even if
repeated trials were conducted with the same source and re-
ceiver geometry. Traditionally, and dating back to Sabine, the
late decay envelope has been modeled as an exponential with
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a single~deterministic! time-constant~hereafter referred to as
decay rate!. But, because the dense reflections are assumed
to be uncorrelated, a convenient though highly simplified
model is to consider the reverberant tail to be an exponen-
tially damped uncorrelated noise sequence with Gaussian
characteristics. The model does not include the direct sound
or early reflections. The goal is to estimate the decay rate of
the envelope.

A. Model of sound decay

We assume that the reverberant tail of a decaying sound
y is the product of a fine structurex that is random process,
and an envelopea that is deterministic. A central assumption
is thatx is a wideband process subject to rapid fluctuations,
whereas the variations ina are over much longer time scales.
Here, we will provide a statistical description of the rever-
berant tail with the goal of estimating the decay rate of the
envelope.

Let the fine structure of the reverberant tail be denoted
by a random sequencex(n), n>0, of independent and iden-
tically random variables drawn from the normal distribution
N~0,s!. Further, for eachn we define a deterministic se-
quencea(n).0. The model for room decay then suggests
that the observationsy are specified by the sequencey(n)
5a(n)x(n). Due to the time-varying terma(n), the y(n)
are independent but not identically distributed, and their

probability density function isN(0,sa(n)). That is, the se-
quencea(n) modulates the instantaneous power of the fine
structure. For purposes of estimating the decay rate, we con-
sider a finite sequence of observations,n50,...,N21, where
N will be referred to as the estimation interval, or estimation
window length. For notational simplicity, denote the
N-dimensional vectors ofy and a by y and a, respectively.
Then the likelihood function ofy ~the joint probability den-
sity!, parametrized bya ands, is

L~y;a,s!5
1

a~0!¯a~N21! S 1

2ps2D N/2

3expS 2
(n50

N21~y~n!/a~n!!2

2s2 D , ~1!

where a and s are the (N11) unknown parameters to be
estimated from the observationy. The likelihood function
given by Eq.~1! is somewhat general, and, while it is pos-
sible to develop a procedure for estimating all (N11) pa-
rameters, suitable simplifications can be made when model-
ing sound decay in a room. Let a single decay ratet describe
the damping of the sound envelope during free decay. Then
the sequencea(n) is uniquely determined by

a~n!5exp~2n/t!. ~2!

Thus, theN-dimensional parametera can be replaced by
a scalar parametera that is expressible in terms oft and a
single parametera5exp(21/t), so that

a~n!5an. ~3!

Introducing Eq.~3! into Eq. ~1! yields

L~y;a,s!5S 1

2pa~N21!s2D N/2

3expS 2
(n50

N21a22ny~n!2

2s2 D . ~4!

For a fixed observation windowN and a sequence of
observationsy(n), the likelihood function is parametrized
solely by the decay ratea and the diffusive powers.

The model is shown in Fig. 1~b! with parametersa and
s matched to the experimental hand-clap data shown in Fig.
1~a!. Note that the model does not include the early reflec-
tions shown in panel~a!. The Schroeder decay curve for the
model is shown in Fig. 1~d! with a T60 time of 0.4 s in
agreement with the measuredT60. The agreement between
model and realT60 time motivates the search for an algo-
rithm that can optimally estimate the two parameters.

B. Maximum-likelihood estimation

Given the likelihood function, the parametersa and s
can be estimated using a maximum-likelihood approach
~Poor, 1994!. First, we take the logarithm of Eq.~4! to obtain
the log-likelihood function

FIG. 1. Temporal decay of a hand-clap att50.1 s as recorded by a micro-
phone~left column! and the model matching the reverberation~right col-
umn!. ~a! The recorded sound shows strong early reflections followed by a
reverberant tail. Direct sound is excluded from the trace.~b! Model match-
ing the reverberant tail shown in~a!. Direct and early reflections are ex-
cluded. The model is a Gaussian white noise process damped by a decaying
exponential, parametrized by the noise powers and decay ratet. ~c! Decay
rate estimated from Schroeder’s backward integration method~Schroeder,
1965a! between25 dB ~L! and 225 dB ~s!. Slope of linear fit~dashed
line! yields t559 ms (T6050.4 s). ~d! Decay curve for model has identical
slope everywhere following sound offset, and captures the most significant
part of decay~25 to 225 dB!.
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ln L~y;a,s!52
N~N21!

2
ln~a!2

N

2
ln~2ps2!

2
1

2s2 (
n50

N21

a22ny~n!2. ~5!

To find the maximum of ln(L), we differentiate the log-
likelihood function Eq.~5! with respect toa to obtain the
score functionsa ~Poor, 1994!:

sa~a;y,s!5
] ln L~y;a,s!

]a
~6!

52
N~N21!

2a
1

1

as2 (
n50

N21

na22ny~n!2. ~7!

The log-likelihood function achieves an extremum when
] ln L(y;a,s)/]a50; that is, when

2
N~N21!

2a
1

1

as2 (
n50

N21

na22ny~n!250. ~8!

The zero of the score function provides a best estimate in the
sense thatE@sa#50.

Denote the zero of the score functionsa , and satisfying
Eq. ~8!, by a* . It can be shown that the second derivative
]2 ln L(y;a,s)/]a2ua5a* ,0, i.e., the estimatea* maximizes
the log-likelihood function.

The diffusive power of the reverberant tail, or variance
s2, can be estimated in a similar manner. Differentiating the
log-likelihood function Eq.~5! with respect tos, we have

ss~s;y,a!5
] ln L~y;a,s!

]s
~9!

52
N

s
1

1

s3 (
n50

N21

a22ny~n!2, ~10!

which achieves an extremum when

s25
1

N (
n50

N21

a22ny~n!2. ~11!

As before, it can be shown that theE@ss#50. Denote
the zero of the score functionss , and satisfying Eq.~11!, by
s* . It can be shown that the second derivative
]2 ln L(y;a,s)/]s2us5s* ,0, i.e., the estimates* maxi-
mizes the log-likelihood function. Note that the maximum-
likelihood equation given by Eq.~8! is a transcendental
equation and cannot be inverted to solve directly fora* ,
whereas the solution of Eq.~11! for s* is direct. Bounds on
the variance of the estimates are presented in the Appendix.

C. Algorithm for estimating decay rate

Given an estimation window length and the sequence of
observationsy(n) in the window, the zero of the score func-
tion Eq. ~8! provides an estimate ofa. The function is a
transcendental equation that must be solved numerically us-
ing an iterative procedure. However, the estimate ofs can be
obtained directly from Eq.~11!. A two-step procedure was
followed: ~1! an approximate solution fora* from Eq. ~8!

was obtained, and~2! the value ofs* was updated from Eq.
~11!. The procedure was repeated, providing successively
better approximations toa* and s* , and so converging on
the root of Eq.~8!.

Here we address the strategy for extracting the root in
the smallest number of iterative steps. To gain an understand-
ing of the root-solving procedure, we consider the example
shown in Fig. 2. The functiona5exp(21/t) maps the room
decay ratet one-to-one and ontoa as shown in Fig. 2~a!. For
instance, consider a room decay rate of 0.1 s and a sampling
rate of 16 kHz. Then the decay rate is 1600 samples, and so
a50.9994~filled circle!. The significance of the number be-
comes clear if we consider that whent50.03 s, thena
50.9979, whereas fort5`, a51. Hence the geometric ratio
is highly compressive and values ofa for real environments
are likely to be close to 1. Thus, the advantage of estimating
a rather thant is due to the bounded nature ofa. The score
functionsa from Eq.~7!, on the other hand, has a wide range
@about eight orders of magnitude, see Fig. 2~b!# and is zero at
the room decay rate~filled circle!. The gradient of the score
functiondsa /da shown in Fig. 2~c! also demonstrates a wide
range, but takes a negative value at the zero ofsa .

Thus, if we start with an initial value ofa0* ,a, the
root-solving strategy must descend the gradient sufficiently

FIG. 2. Maximum-likelihood estimation~MLE! of room decay rate.~a! The
decay rate of the exponential decay~t, abscissa! is mapped to a parameter
a5exp(21/t) ~ordinate! wheret is given in sampling periods. The function
is monotone but highly compressive and mapstP@0,̀ ! onto aP@0,1).
Filled circle showst5100 ms (a50.9994). ~b! Score function~derivative
of log likelihood function! sa(a) ~ordinate!, decreases rapidly as a function
of a @abscissa, marked in time constants using the map in~a!#. MLE of a is
given by the root ofs(a) ~filled circle!. ~c! The derivativesa8(a) as a func-
tion of a. At the root ofsa ~filled circle!, the derivative is negative. Note the
nearly 8–12 orders of magnitude change insa andsa8 for commonly encoun-
tered values oft. ~d! The ratiosa(a)/sa8(a) ~ordinate! as a function ofa is
the incremental step size of the Newton–Raphson procedure for finding the
root of Eq.~8!. It provides an estimate of the convergence properties of the
root-finding algorithm. Sampling frequency was 16 kHz, and the log-
likelihood function was calculated assuming a 400-ms window.
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rapidly. The standard method for solving this kind of nonlin-
ear equation, where an explicit form for the gradient is avail-
able, is the Newton–Raphson method which offers second-
order convergence~Press et al., 1992!. The order of
convergence can be assessed fromsa(dsa /da)21 which is
the incremental step sizeDa in the iterative procedure@Fig.
2~d!#. For example, with true value oft5100 ms,Da at
intermediate values in the iteration can be as small as 1026

whena50.9993~t590 ms! or a50.9995~t5120 ms!. This
corresponds to an incremental improvement of about 0.01 ms
for every iteration, thus providing slow convergence if the
initial value is far from the zero. On the other hand, the
bisection method~Presset al., 1992! guarantees rapid gradi-
ent descent but works poorly in regions where the gradient
changes relatively slowly~such as near the true value ofa!.
Furthermore, it guarantees only first-order convergence.

However, the specific structure of the root-solving prob-
lem can be exploited because the behavior ofsa is known.
Here, both methods were used to obtain rapid convergence to
the root. First, the root was bisected until the zero was brack-
eted, after which the Newton–Raphson method was applied
to polish the root. For the example shown, the root bracket-
ing was accomplished in about eight steps and the root pol-
ishing in two to four steps. In contrast, with the same initial
conditions, the Newton–Raphson method took about 500
steps to converge. Taken together, the analysis presented here
suggests that the estimation procedure is feasible and does
not lead to significant errors although values ofa for real
rooms are close to 1, and the score function and its derivative
vary over many orders of magnitude. While other root-
solving procedures are possible, such as iterative gradient
optimization, these are not dealt with here.

D. Strategy for assigning the correct decay rate from
the estimates

The theory presented in the preceding section provides
one estimate ofa ands in a given time frame ofN samples.
By advancing the frame as the signal evolves in time, a se-
ries of estimatesak* will be obtained, wherek is the time
frame. Some of these estimates will be obtained during a free
decay following the offset of a sound segment~correct esti-
mations!, whereas some will be obtained when the sound is
ongoing~incorrect estimations due to model failure!. Thus, a
strategy is required for selecting only those estimates that
correctly represent regions of free decay and hence the real
room decay rate. This requires a decision-making strategy
that examines the distribution of the estimates after a suffi-
cient number of frames have been processed, and makes a
decision regarding the true value of the room decay rate.

In a blind estimation procedure the input is unknown,
and so the model will fail when~1! an estimate is obtained in
a frame that is not occurring during a free decay. This in-
cludes regions where there is sound onset or sound is ongo-
ing. In these periods, the MLE scheme can provide widely
fluctuating or implausible estimates due to model failure.~2!
The model will also fail during a region of free decay initi-
ated by a sound with a gradual rather than rapid offset. In
this case, the offset decay of the sound will be convolved
with the room response, prolonging the sound even further

and, so, the estimated decay rate will be larger than the real
room decay rate. Gradual offsets occur in many natural
sounds, such as terminating vowels in speech. We address
both issues here and provide a strategy for selecting the cor-
rect room time constant.

In the first case where the estimation frames do not fall
within a region of free decay, many of the time frames will
provide estimates ofa close to unity~i.e., infinite t! or im-
plausible values. On the other hand, the estimates will accu-
rately track the true value when a free decay occurs. Intu-
itively, a strategy for selectinga from the sequenceak* is
guided by the following observation: the damping of sound
in a room cannot occur at a ratefaster than the free decay,
and thus all estimatesa* must attain the true value ofa as a
lower bound. The bound is achieved only when a sound ter-
minates abruptly, upon which the model conditions will be
satisfied, and the estimator will track the true value of the
decay rate.

Although it seems intuitive to seta5min$ak* %, it should
be recognized that even during a free decay the estimate is
inherently variable~due to the underlying stochastic pro-
cess!, and so selecting the minimum is likely to underesti-
matea.

A robust strategy would be to select a threshold value of
a* such that the left tail of the probability density function of
a* , p(a* ), occupies a prespecified percentile valueg. This
can be implemented using an order statistics filter specified
by

a5argH P~x!5g:P~x!5E
0

x

p~a* !da* J . ~12!

For a unimodal symmetric distribution withg50.5 the
filter will track the peak value, i.e., the median. Order-
statistics filters play an important role in robust estimation,
especially when data is contaminated with outliers~Pitas and
Venetsanopoulos, 1992!, as is the case here. It should be
noted that forg values approaching 0, the filter Eq.~12!
performs like the minimum filtera5min$ak* % suggested
above.

In the second case described above, where the sound
offset is gradual,p(a* ) is likely to be multimodal because
sound offsets~such as terminating phonemes in speech! will
have varying rates of decay, and their presence will give rise
to multiple peaks. The strategy then is to select the first
dominant peak inp(a* ) when a* is increasing from zero
~i.e., left most peak!, that is,

a5min arg$dp~a* !/da* 50%, ~13!

where the minimum is taken over all zeros of the equation. If
the histogram is unimodal but asymmetric, the filter tracks
the mode and resembles the order-statistics filter.

In connected speech, where peaks cannot be clearly dis-
criminated or the distribution is multi-modal, Eq.~12! can be
employed by choosing a value ofg based on the statistics of
gap durations. For instance, if gaps constitute approximately
10% of total duration, theng50.1 would be a reasonable
choice. A judicious choice ofg can result in the filter per-
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forming like an edge detector, because it captures the transi-
tion from larger to smaller values of the time-evolving se-
quenceak* .

The decision strategies, as depicted in Eqs.~12! and
~13!, were used to validate the model in simulated and real
environments~see Sec. IV!.

III. EXPERIMENTAL METHODS

In addition to simulations, the MLE approach was vali-
dated with real room data. The experimental methods and
data analysis procedures are described in the following sec-
tions.

A. Sound recordings

To validate the MLE method, sound recordings were
made in several rooms, building corridors and an auditorium,
with the aim of determining their reverberation times. Sound
stimuli that were used included 18-tap maximum length se-
quences~period length of 21821), clicks ~100 ms!, hand-
claps, word utterances~International Phonetic Assoc., 1999!,
and connected speech from the Connected Speech Test
~CST! corpus~Cox et al., 1987!. Recordings were made us-
ing a Sennheiser MK-II omni-directional microphone~fre-
quency response 100–20 000 Hz!. Microphone cables~Sen-
nheiser KA 100 S-60! were connected to the XLR input of a
portable PC-based sound recording device~Sound Devices
USBPre 1.5!. The recorder transmitted data sampled at 44.1
kHz to a laptop computer~Compaq Presario 1700, running
Microsoft Windows XP! via a USB link. The sound stimuli,
stored as single-channel presampled~44.1 kHz! WAV files,
were played through the headphone output of the laptop,
amplified by a power amplifier~ADCOM GFA-535II! and
presented through a loudspeaker~Analog and Digital Sys-
tems Inc., ADS L200e!. Data acquisition and test material
playback were controlled by a custom-written script inMAT-

LAB ~The MathWorks, Inc.! using the Sound PC Toolbox
~Torsten Marquardt!.

B. Measurement of T60 time using Schroeder’s
method

To validate the estimation procedure, experimentally re-
corded data from real listening environments were processed
using the MLE procedure and compared to results obtained
from a widely used method of Schroeder~1965a!. Experi-
mentally, RT is determined from decay curves obtained by
radiating sound into the test enclosure. The sound source is
switched on, and when the received sound level reaches a
steady state, it is switched off. The decay curve is the re-
ceived signal following the cessation of the sound source,
according to the Interrupted Noise Method~ISO 3382,
1997!. When the excitation signal is a noise source, the de-
cay curve will be different from trial to trial due to random
fluctuations in the signal, even when the experimental con-
ditions are unchanged. This is in part due to the random
phase and amplitudes of the normal modes at the moment the
excitation signal is turned off. Prior to Schroeder’s method,
fluctuations in RT estimates were minimized by averaging
the RTs obtained from many decay curves. Schroeder

~1965a! developed an alternate method that, in a single mea-
surement, yields the average decay curve of infinitely many
interrupted noise experiments. Thus, Schroeder’s method
eliminates the averaging procedure.

Following Schroeder~1965a!, let n(t) be a stationary
white noise source with powers2 per unit frequency, and
r (t) be the impulse response of the system consisting of the
receiver, transmitter, and the enclosure. Then a single real-
ization of the decay curves(t) from the interrupted noise
experiment is given by

s~ t !5E
2`

0

n~t!r ~ t2t!dt, ~14!

where the noise is assumed to be switched off att50, and
the lower limit is meant to signify that sufficient time elapsed
for the sound level to reach a steady state in the enclosure
before it was switched off. The reverberation time is ob-
tained from the decay curves(t) ~see below!.

In practice, the experiment was repeated to obtain a
large number of decay curves, and RTs from these curves
were averaged. Schroeder used Eq.~14! to establish a rela-
tionship between the mean squared average of the decay
curve s(t) and the impulse response of the enclosurer (t),
namely,

E@s2~ t !#5s2E
t

`

r 2~t!dt. ~15!

While the ensemble average on the left-hand side requires
averaging over many trials, the right-hand side requires only
a single measurement, as it is the impulse response of the
enclosure plus receiver and transmitter.

Schroeder’s method, called the Integrated Impulse Re-
sponse Method ~or sometimes, Backward Integration
Method!, can be applied to a single broadband channel~say
an impulsive sound covering a broad range of frequencies! or
to a narrow-band channel consisting of a filtered impulse
~such as a pistol shot!. The only requirement is that the
power spectrum of the excitation signal@in Schroeder’s
method, right-side of Eq.~15!# should be identical to the
power spectrum of the noise burst@in the noise decay
method, left-side of Eq.~15!#.1

The recorded data were filtered offline in ISO one-third
octave bands~21 bands with center frequencies ranging from
100 to 10 000 Hz! using a fourth-order Type II Chebyshev
band-pass filter with stopband ripple 20-dB down. The out-
put from each channel was processed by the MLE procedure
and Schroeder’s method using Eq.~15!. For broadband esti-
mation, the microphone output was processed directly using
the two methods.

Due to the limited dynamic range of sounds in real en-
vironments, Schroeder’s method requires the specification of
a decay range. The decay ranges normally used are from25
to 225 dB ~20-dB range!, and from25 to 235 dB ~30-dB
range!. The decay curves in each range were fitted to a re-
gression line using a nonlinear least squares fitting function
~function nonlinsq provided byMATLAB !. The fitted function
was of the formAad

n , whereA is a constant,n is the sample
number within the decay window, andad is the geometric
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ratio related to the decay ratetd of the integrated impulse
response curve byad5exp(21/td). This is in contrast to the
model depicted in Eq.~2! which assumes an exponentially
decaying envelope with decay ratet, whereas Schroeder’s
decay curve is obtained by squaring the signal. Hence,td

5t/2. Two estimates of the decay rate were obtained from
decay curves fitted to the25- to 225-dB and 25- to
235-dB drop-offs. For each fit, the line was extrapolated to
obtainT60 time ~in seconds! using the expression

T605
6

log10~e21!loge~ad!
5

26td

log10~e21!
513.82td . ~16!

The same procedure was followed for determining the
decay rate from broadband signals. It should be noted that
the MLE procedure does not require the specification of a
decay range, but only the specification of the estimation win-
dow length; thus, only one estimate per band is obtained.

C. Verification of MLE procedure with ideal stimuli

Microphone data were processed using the MLE proce-
dure to obtain a running estimate of the decay rate. For
model verification, estimation was performed on~1! the seg-
ment following the cessation of a maximum-length sequence
or a hand-clap, and~2! the entire run of a string of isolated
word utterances. These were considered ideal stimuli, be-
cause they fulfilled the model assumptions of free decay or
possessed long gaps between sound segments. The estimates
were binned for each run and a histogram was produced. The
histogram was examined for peaks, and the decay rate was
selected using the order-statistics filter Eq.~13! if there were
multiple peaks, or Eq.~12! if the histogram was unimodal.
The estimateâ so obtained was used to calculateT60 ~in
seconds! using the formula

T605
3

log10~e21!loge~ â!
5

23t

log10~e21!
56.91t. ~17!

In theory, theT60 expressions given by Eqs.~16! and
~17! are identical due to the relationship betweent andtd .
However, the calculated values may differ, and this can be
ascribed to either model inadequacies or discrepancies in
measurement and analysis.

D. Verification of MLE procedure for speech

The performance of the MLE was also verified using
connected speech played back in a circular building foyer
~6-m diameter!. Test materials were connected sentences
from the CST corpus. Estimates from nonoverlapping 1-s
intervals were binned to yield a histogram, and the first
dominant peak from the left of the histogram was selected to
determine the room decay rate. The procedure for calculating
T60 time followed Eq.~17!.

IV. RESULTS

The estimation procedure was applied to a variety of
data sets, including simulated data and real room responses.
To illustrate the methods and identify the strengths and defi-
ciencies of the estimation procedure, we first consider simu-

lated data sets. Subsequently we will provide results for real
data that validate the room decay rate estimates, and compare
these to results from Schroeder’s method.

A. Broadband white noise bursts in simulated rooms

A 100-ms burst of broadband white noise~8-kHz band-
width! was convolved with the impulse response of a simu-
lated room having a decay ratet5100 ms~Fig. 3!. Room
output ~bottom trace of Fig. 3! shows the characteristic rise
and decay of sound following onset and offset of noise burst
~horizontal bar!. The graph shows the running estimate of
decay rate obtained in a 200-ms time window by advancing
every sample. Time frames up to aboutt50.3 s are not re-
gions of free decay, and so the estimator tended to produce
values of a.1. When this was observed in the root-
bracketing step of the estimate, the root-solving procedure
was aborted. Thus all estimates ofa were bounded above by
1. It can be seen that when the window crosses into the
region of free decay, the estimator output stabilizes at the
true value~horizontal dashed line!. A histogram of the decay
rate estimates~right axis! was input to the order statistics
filter Eq. ~12! with g50.5. The reported decay rate from the
filter wast5101 ms.

For comparison, the procedure was repeated with the
simulated noise burst input~i.e., before it was convolved
with the room impulse response! to mimic anechoic condi-
tions. The histogram ofa* demonstrated a strong peak ata
51 ~t5`! ~not shown!. This showed that in the absence of

FIG. 3. Illustration of procedure for continuous estimation of decay rate. A
burst of white noise was applied at timet50.1 s ~black bar, bottom trace,
100-ms duration!. Simulated room output~bottom trace! shows the buildup
and decay of sound in the room. A running estimate of the parametera in
200-ms windows is shown in the graph~ordinate,a converted to decay rate
in seconds!. The true value of decay rate~100 ms! is shown as horizontal
dashed line. The estimation window was advanced by one sample to obtain
the trace, with each point at timet being the estimate in the window (t
20.2,t#. During the buildup and ongoing phase of the sound, estimateda
sometimes exceeded 1~i.e., negative values oft!. These were discarded and
are not shown. As the window moved into the region of sound decay (t
.0.3 s), the estimates converged to the correct value. A histogram of the
estimated decay rate is shown to the right of the trace. An order-statistics
filter, such as the mode of the histogram, can be used to extract the room
decay rate. Sampling rate was 16 kHz.
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reverberation, as in an anechoic environment or open space,
histograms showing strong peaks ata51 are to be expected.

B. Effect of window length on estimation

A parameter that is critical for estimation performance is
the window lengthN specified in Eq.~8!. Small window
lengths are expected to increase the variance of the estimate,
as also indicated by the Cra´mer–Rao lower bound@Eq. ~21!#.
To test the effect of window length a burst of white noise
~100-ms duration! was convolved with a simulated room im-
pulse response~t5100 ms!, and the estimator tracked the
decay curve using four different window lengths. The results
are shown in Fig. 4. As window length increased from 0.5t
to 4t, the MLE procedure gave improved estimates. Further,
for all four window lengths, there was no bias in the esti-
mates of the peak position. We concluded that increasing
window length reduced the variability in the estimates, and
did not introduce significant bias.

Although it is desirable to have long window lengths, in
practice this is limited by the duration and occurrence of
gaps between sound segments. Ideally the filter length should

be of the order oft or longer, but if the gaps are short, then
increasing the filter length beyond the mean gap will produce
undesirable effects where the next sound segment creeps into
the window. Thus, the window length should not be less than
one-half or one-third oft, but the upper limit is dictated by
the mean duration of gaps.

C. Speech sounds in simulated room

The examples considered above illustrated the perfor-
mance of the algorithm when the input was broadband white
noise. To be applicable in realistic conditions, the algorithm
must perform in a variety of conditions and with different
signal types. Speech represents an example where the algo-
rithm is expected to perform poorly, because it is nonstation-
ary and non-Gaussian. Further, the offset transients in speech
sounds~including plosives! have a natural decay rate~not to
be confused with the room decay rate! that can vary from
5–40 ms.2 Thus, estimation of room decay rate with speech
presents a challenge to the algorithm. We took a sequence of
15 distinct and isolated American-English words recorded in
an anechoic environment at a sampling rate of 20 kHz~In-
ternational Phonetic Assoc., 1999!. These included 11
consonant–vowel–consonant words~/p,b,g/V/d/, e.g.,
‘‘bed’’ !, and four consonant–vowel words~/b/V/, e.g.,
‘‘bay’’ ! separated by a mean interval of 200 ms. These were
convolved with a simulated room impulse response having
decay ratet5100 ms. The task of the estimator was to track
the decays for the entire duration of the sequence~approxi-
mately 11.4 s!. The control condition was the clean input
~i.e., anechoic!. The results are shown in Fig. 5. Four differ-
ent filter lengths were used as in Fig. 4. For the control
condition ~left column! no reliable estimates were produced
for the smallest three windows~top three panels! because the
histogram peaked at values oft approaching`. For the
simulated room response~right column!, the peak shifted
towards the true value oft, with the best estimates being
obtained for the largest window size of 4t ~right column,
bottom row!. In all the histograms the peak was located
at about 115 ms~arrow!. This estimate deviated from the
real decay rate of 100 ms due to the lack of sharp transients
in the clean speech. A gradual sound offset tends to pro-
long the reverberated sound even further. This can be seen
in the ‘‘anechoic’’ control condition where a small peak
is noticeable when window size is 4t ~bottom panel,
left column!. The peak occurs around 60 ms, and corre-
sponds to the gradual offsets of speech sounds. Thus, this
introduces a bias in the estimates under reverberant condi-
tions.

The results of the preceding sections demonstrate the
importance of selection of a suitable estimation window
length. The choice of window length determines the variabil-
ity of the estimates, and is critical to obtaining a histogram
with a clearly resolved peak at the true value of the room
decay rate. However, the effect of variability on the order-
statistics filter is difficult to determine as the filtering opera-
tion is nonlinear. Further, bimodal or multimodal histograms
may be obtained if there is fluctuating background noise or if
the sound segments have an intrinsic offset decay rate~as
shown in Fig. 5!.

FIG. 4. Effect of estimation window length on the variance of the estimate.
The simulation shown in Fig. 3 was repeated for windows of duration 0.5t,
t, 2t, and 4t ~top to bottom!, wheret5100 ms is the true value of the room
decay rate. The left column shows the running estimate of parametera
~ordinate, shown as decay rate in ms! as a function of time~abscissa!. The
right column shows the histogram of the estimates. The variance of the
estimate decreases with increasing window length~arrowheads mark true
value oft!.
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D. The effect of gradual offsets in speech sounds on
decay rate estimation

The preceding section introduced the problem of esti-
mating the room decay rate when the input signal exhibited
varying offset decay time courses. Here we examine in
greater detail the performance of the estimator with input
comprising a single word~/b/V/, ‘‘bough’’ !. The word was
recorded under anechoic conditions and presented to the es-
timator without modification so that the effect of the vowel
offset could be determined. The results are shown in Fig. 6.
The terminating vowel has a gradually decaying offset~top
panel!. Estimation of the offset decay was performed from
t50.45 s~vertical dashed line! using two procedures. First,
the envelope was extracted from the analytic signal via a
Hilbert transform, windowed, and filtered to eliminate fre-

quency components above 100 Hz. The envelope is shown in
the middle panel~heavy outline!. The envelope was then
squared and transformed to a decibel scale, and the decay
rate was estimated in windows of duration 0.4 s~horizontal
bar!, using a least squares fit to a straight line. Successive
estimates were obtained by sliding the window forward in
steps of one sample. Note that the time at which an estimate
is reported for any given window is the end point of the
window. The estimate for the window indicated by the hori-
zontal bar, for instance, is plotted at timet50.85 s. A curve
of the estimated decay rates was thus obtained~dotted curve,
bottom panel!. The envelope-based method employed here is
similar to the method of Lebartet al. ~2001!, except that they
performed a one-time RT estimation over the entire decay
period using linear regression. The MLE procedure was ap-
plied to the same segments and produced an independent
estimate of the decay rate~solid line, bottom panel!. While
the estimates differ somewhat, they are in qualitative agree-

FIG. 5. Estimation of room decay rate from speech. Fifteen words recorded
in an anechoic~clean! environment~200-ms interword spacing! were con-
volved with a room model~t5100 ms!. Histograms of decay rates were
estimated from clean~left column! and simulated reverberant responses
~right column!, and are shown for window durations 0.5t, t, 2t, and 4t ~top
to bottom!. The histogram for clean speech served as a control. Description
follows Fig. 4. Estimation from reverberant speech produces a clearly de-
fined peak, especially for the longer window lengths, albeit with a small bias
~right column, 2t and 4t!. The bias can be attributed to the gradually de-
caying offsets inherent in speech so that the resultant decay is a convolution
of speech offset and the room response. For the control condition~left col-
umn!, the offset decay is visible only in the bottom two rows where the
histogram exhibits a broad bump between 50 and 100 ms. The 15 words
included 11 /p,b,g/V/d/ and 4 /b/V/ sampled at 20 kHz.

FIG. 6. Illustration of decay rate estimation when a terminating phoneme is
encountered. The word ‘‘bough’’ recorded under anechoic~clean! conditions
~top row! has a gradually decaying offset. The envelope was extracted by
filtering the absolute value of the analytic signal~second row, heavy out-
line!, and its decay rate was estimated for the segment following the dashed
line using two methods~bottom row!. Overlapping segments~duration given
by bar, with step size indicated by the thickness of the vertical end! were
converted to a decibel scale and the decay rate obtained by a least squares fit
to a straight line~dotted trace!. The same segments were analyzed using the
MLE algorithm to obtain a second estimate of the decay rate~solid trace!.
While the estimators provide somewhat different results, they are in quali-
tative agreement. Both methods suggest that the fastest decay rate is in the
range of 50–70 ms~see also Fig. 5!.
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ment. Both procedures indicate that the terminating vowel
had a time-dependent decay rate, and the greatest rate was
between 50 and 70 ms.

The results confirm the presence of the peak in Fig. 5
~left column, bottom panel!, although the histogram shown
in Fig. 5 was obtained for a sequence of 15 words. The
analysis shown in Fig. 6 also indicates the reason for estima-
tion bias under reverberant conditions using speech samples.
The offset decays present in clean speech segments will be
convolved with the room impulse response, and the esti-
mated decay rates will consequently be greater than the room
decay rate. Taken together, the results from Figs. 4–6 sug-
gest that the factors responsible for estimation performance
are the presence of adequate numbers of gaps, sharp offset
transients, and estimation window length.

E. Validation of method

The above results demonstrate that estimation of decay
rate is possible for a variety of sounds including impulses,
noise bursts, and speech. Although we have shown that a
reasonable agreement exists with a nonlinear least squares fit
to the data~Fig. 6!, a more careful evaluation is necessary to
determine the conditions under which the MLE procedure is
likely to provide accurate estimates. Here we establish that
the estimated decay rates are comparable to decay rates ob-
tained from the method by Schroeder~1965a!. Furthermore,
any data collected must be under sufficiently realistic condi-
tions where there is background noise and where the testing
sound is not subject to experimental control. A comparison
of MLE performance with the standard method in real envi-
ronments will therefore establish the utility of the method.

We compared the estimates using the method by
Schroeder~1965a! in both single-channel~i.e., the broadband
signal!, and multi-channel frameworks~i.e., narrow-band
signals occupying ISO one-third octave bands!. Schroeder’s
method requires a fitting procedure to estimate the decay rate
in a preselected decay range~either 20 or 30 dB below a
reference level of25 dB, see Sec. III!. The MLE procedure
does not require the specification of such a range.

To determine whether the two methods provide the same
RT value, estimations were performed on a simulated room
decay curve with RT50.5 s ~Fig. 7!. Broadband and one-
third octave band estimates were obtained using the MLE
method~circle! and Schroeder’s method~20 dB: lozenge, 30
dB: square!. Figure 7~a! shows the mean value of RT as a
function of center frequency of the one-third octave bands
~open symbols! and the broadband estimate~filled symbols
neary axis!. range! averaged over 100 trials. The broadband
estimates were 0.504 s~MLE! and 0.5 s ~Schroeder’s
method! for both 20- and 30-dB decay ranges. While the
MLE estimate was significantly different from Schroeder’s
method (p,0.0001, Wilcoxon rank sum test!, the discrep-
ancy was less than 1%. The one-third band MLE estimates in
most cases were somewhat higher than the Schroeder esti-
mates by about 0.5%~mean RT over all bands were, MLE:
0.505, Schroeder’s method: 0.502 s for 20 dB and 0.501 s for
30 dB!. However, the estimates were not significantly differ-
ent, except for one estimate obtained from the 30-dB decay
curve in the band centered at 8 kHz. The most noticeable

difference between the two methods was in the variability of
the estimates as measured by the standard deviation over the
trials @Fig. 7~b!#. The MLE method demonstrated lower SD
across trials than Schroeder’s method, by factors of 2~for the
20-dB curve! and 3 ~for the 30-dB curve!. Further, MLE
estimates were similar across one-third octave bands at fre-
quencies above 200 Hz@Fig. 7~a!#, whereas estimates from
Schroeder’s method exhibited greater variability. The results
establish that the MLE method and Schroeder’s method are
in good agreement when tested on model data. While the
MLE method may overestimate the RT when using broad-
band signals~although this is no more than 1%!, the narrow-
band estimates are comparable to those obtained from
Schroeder’s method, are consistent over a wide range of fre-
quencies, and subject to less variability.

We first report on the comparison between the methods
using a hand-clap in a small office~83333 m!. Subse-
quently we will summarize results obtained in rooms of dif-
ferent sizes. Figures 8~a! and ~b! depict a hand-clap event
and its spectrogram, respectively. The data in panel~a! is the
same as shown in Fig. 1~a!, except that Fig. 8~a! also in-
cludes the direct sound. The rms noise level in the room was
50 dBA SPL, and the peak sound pressure level resulting

FIG. 7. Comparison of RT estimates obtained from MLE method and
Schroeder’s method.~a! Mean RT~ordinate! in one-third octave bands~ab-
scissa! averaged over 100 independent trials of a simulated decay curve
~RT50.5 s!. RT estimates were obtained using the MLE procedure~circles!,
and Schroeder’s method in 20-dB decay range~lozenge!, and 30-dB decay
range~square!. The filled symbols are broad-band estimates.~b! Standard
deviation of the RT for broadband and one-third octave bands over 100
trials. Symbols follow~a!.
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from the hand-clap was 85 dBA SPL. The decay curve ob-
tained using Schroeder’s method is shown in Fig. 8~c!, nor-
malized so that the peak SPL was 0 dB. This is the broad-
band curve obtained by integrating the recorded microphone
signal. A straight-line fit to the 20-dB drop-off point~circle!
from a reference level of25 dB ~lozenge! yieldedt556 ms
(T6050.39 s). The discrepancy between this value and that
presented in Fig. 1~t559 ms! was due to the inclusion of the
direct sound in Fig. 8. The windows over which the 20-dB
drop-off was computed were not identical for the two cases.
The data were run through the MLE procedure and a histo-
gram of estimates was obtained, and the decay rate was cal-
culated from the peak of the histogram using Eq.~12!. This
gave an estimatet553 ms (T6050.37 s), which is in good
agreement with the estimate obtained using Schroeder’s
method. Note that the estimates reported in this work are
based on a single trial. The normal practice is to average over
large numbers of trials. However, our goal is to develop an
online estimation procedure, and so we felt that it would be
more realistic to use a single trial.

To test a range of room RTs, ISO one-third octave band
analysis~exceeding 1 kHz center frequency! was performed
in three environments. These were~1! the moderately rever-
berant room described above~Fig. 8!, ~2! a highly reverber-
ant circular foyer, and~3! a highly reverberant enclosed caf-
eteria. In all cases, the signal was a hand-clap generated at a
distance of 2 m from the recording microphone~peak value
90 dB SPL!. Output from the band-pass filters were analyzed

using the MLE procedure, and thet value for each band was
obtained from the histogram by selecting the dominant peak.
For Schroeder’s method, a 20-dB decay range was used. Fig-
ure 9 shows theT60 estimates from Schroeder’s method~ab-
scissa! versus the MLE estimates~ordinate! for each ISO
one-third band~open symbols!, and the average over these
bands~closed symbols!.

Figure 9 shows that the variability of estimates for
highly reverberant environments increases with increasing
mean RT for both methods. However, the two methods are in
good agreement, especially in the high-frequency bands~the
single outlier falling below the diagonal in Fig. 9 is the low-
est center frequency used in the analysis, namely 1 kHz!. The
agreement between the methods is best when theT60 values
are averaged over all bands~filled symbols!, as is usually
reported in the literature.

A more extensive test to determine the variability in es-
timates across different environments, and between bands,
was performed in 12 environments, including small office
rooms, an auditorium, large conference rooms, corridors, and
building foyers. The data were analyzed as in Fig. 9 and are
shown in Fig. 10~a!. In comparison with Schroeder’s
method, the MLE procedure consistently overestimatedT60

in low to moderately reverberant environments (T60,0.3 s)
whereas it underestimated the reverberation time for more
reverberant environments (T60.1.3 s). There was a good
agreement between the two methods for intermediate ranges.
The averageT60 over all bands~filled squares! were, how-
ever, in good agreement. Broadband estimates were made
using the same procedures but without band-pass filtering of
recorded signals. These are shown in Fig. 10~b!. The trend in
the estimates was similar to that observed with narrow-band

FIG. 8. Estimation of decay rate from real room data.~a! The room response
to a hand-clap@same as Fig. 1~a! but includes the direct sound#. ~b! Spec-
trogram of the hand-clap demonstrates a sharp broadband onset transient
and the decay as a function of frequency.~c! The decay rate was estimated
using Schroeder’s backward impulse integration method in the25-dB ~loz-
enge! to 225-dB ~circle! range, followed by a least-squares fit to a straight
line to obtain the decay rate~t556 ms,T6050.39 s).~d! Histogram of decay
rate obtained from signal shown in~a! using MLE. The median value of the
histogram~arrow! is t553 ms,T6050.37.

FIG. 9. Comparison of Schroeder’s method and the MLE procedure forT60

times obtained in one-third octave bands. Three environments were tested: a
moderately reverberant environment~circles; the environment is the same as
shown in Fig. 8!, a highly reverberant circular foyer~squares!, and a highly
reverberant enclosed cafeteria~diamonds!. In each environment, a single
hand-clap was filtered using a bank of ISO one-third octave band-pass filters
with center frequencies exceeding 1 kHz. The ordinate shows the best esti-
mates obtained from the MLE procedure for each band, and the abscissa
shows theT60 times obtained from Schroeder’s method. Averages over all
bands for each environment are shown as filled symbols. The diagonal
dashed line~with unity slope! is shown for reference, and points lying close
to this line suggest good agreement between the two procedures.
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signals, except for one outlier. The outlier along with three
other data points~open circles! were obtained in a large au-
ditorium. The outlying data point was obtained at a source-
to-microphone distance of 4 m, whereas the three remaining
data points were obtained at a source-to-microphone distance
of 1.5 m ~at three different locations in the auditorium!. The
sound levels were not adjusted to compensate for the dis-
tance, and hence the experiment corresponding to the outlier
was at a lower SPL, resulting in reduced dynamic range
~from peak SPL to noise floor!. For the four experiments in
the auditorium, the Schroeder estimates ofT60 ~in seconds!
were 2.18~outlier!, 0.39, 0.39, and 0.33, respectively. The
MLE estimates, on the other hand, were 0.69~outlier!, 0.77,
0.80, and 0.67, respectively. Schroeder’s method appears to
be sensitive to the peak-SPL to noise-floor range, because the
remaining three locations provided RT values that were in
good agreement. On the other hand, the MLE estimates,
while larger than the Schroeder estimates, were consistent
and relatively robust irrespective of the source-to-
microphone distance. That is, a reduction in dynamic range
appears to affect estimates from the MLE to a lesser extent
than estimates from Schroeder’s method. A more detailed
study is required to quantify the effect of dynamic range on

the various estimation methods, and has not been attempted
here.

These results raise the issue of estimation in narrow
bands. It appears, although it is by no means conclusive, that
the upper one-third octave bands~over 1 kHz! may provide
more accurate estimates than the lower bands. Frequency
decomposition is a standard part of most audio signal pro-
cessing algorithms, and so it may be useful to track estimates
in the higher frequency bands, or in select bands where the
energy is greatest. Tracking high-energy bands is likely to
provide more temporal range in tracking decays before en-
countering the noise floor, and thus sharpen the peak in the
histogram of estimates. Alternatively, averaging over all
high-frequency bands can provide estimates that are in closer
agreement withT60 times obtained from Schroeder’s method.

The above findings suggest that there is good correlation
between the estimates obtained with the MLE procedure and
those obtained with Schroeder’s method. While Schroeder’s
method provides the most accurate estimates, in situations
where the peak to noise-floor range is limited, the MLE
method can provide robust estimation.

F. Estimation of RT from connected speech in real
listening environments

The results presented in the preceding sections indicate
that the MLE output is in good agreement with actual or
simulated room RTs. In particular, the estimator can be ap-

FIG. 10. Reverberation-time estimates from real environments. Seventeen
tests in 12 environments were conducted using noise bursts. Decay rates
were estimated using the MLE algorithm~ordinate! and the extrapolatedT60

times were compared with estimates from Schroeder’s method~abscissa!.
~a! Estimates ofT60 in one-third octave bands with center frequencies ex-
ceeding 1 kHz~open circle! and their average~filled square!. ~b! Broad-band
estimates ofT60 from the recorded room response. Data shown by open
circles are from different locations in an auditorium. Results are from one
presentation of noise burst in each test.

FIG. 11. Evaluation of room reverberation time~RT! from connected speech
played back in a partially open circular foyer. The RT for this environment
as measured from hand-claps was 1.6660.07 s ~Schroeder’s method! and
1.62 s ~from MLE procedure!. ~a! Trace of CST passage~duration 50 s!
recorded in the environment. Bar indicates 1 s.~b! The histogram of MLE
estimates over the duration of recording. The first peak in the aggregate
histogram is the best RT estimate from connected speech~1.83 s!. The
horizontal bar is the range of RT estimates obtained from Schroeder’s
method, and the triangle indicates the MLE estimate.~c! Peak values from
histogram of estimates were obtained every 1 s, and the 50 peak values were
used to produce the histogram shown. The best estimate of RT from this
histogram is at the dominant peak~1.7 s!.
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plied to isolated word utterances, even though the naturally
decaying offsets of terminating phonemes may lead to an
overestimation of RT~see Fig. 6!. Here, we test the perfor-
mance of the procedure explicitly in a challenging estimation
task, namely estimating room RT from connected speech.

A segment of speech~about 50 s in duration! from the
Connected Speech Test~CST! corpus was played back in a
partially open, circular foyer~one-third octave band analysis
shown in Fig. 9, square symbols!. The RT for this environ-
ment was first estimated with hand-claps using Schroeder’s
method~1.6660.07 s! and independently confirmed with the
MLE procedure~estimated RT from histogram was 1.62 s!.
The MLE procedure was then applied to the recorded speech
data @Fig. 11~a!#. A histogram of room decay rates for the
duration of the recorded data was constructed@Fig. 11~b!#.
The order-statistics filter was used to select the first dominant
peak in the histogram~RT51.83 s!. This is the best RT esti-
mate based on the aggregate data. It is possible to refine the
procedure for arriving at the best estimate by applying the
order-statistics filter at much shorter time intervals. Towards
this end, a histogram was constructed at intervals of 1 s, and
the best RT estimate for this interval was obtained. The re-
sulting best estimates from all 1-s durations~50 in all! were
binned to produce the histogram shown in Fig. 11~c!. It can
be seen that the number of estimates peaks at RT51.7 s,
which agrees with the mean value of 1.66 s from Schroeder’s
method~using hand-claps!, and is well within its standard
deviation@0.07 s; the one-sigma interval is indicated by the
horizontal bar in Figs. 11~b! and ~c!#.

Given that terminal phonemes have a natural decay rate
~see Fig. 6!, it is not surprising that the MLE procedure pro-
duces estimates somewhat larger than the real room RT. Fur-
ther, the discrepancy between the actual RT and those esti-
mated from connected speech arise from the absence of
adequate numbers, and the limited duration, of gaps@see Fig.
11~a!#. Thus, regions of free decay where estimation is accu-
rate are limited. Not withstanding these constraints, the pro-
cedure works well, in part due to the decision-making capa-
bility built into the order-statistics filter. By selecting the first
dominant peak~from the left! in the histogram, the filter in
effect rejects spurious estimates, thereby reducing the error
in the estimation procedure. The mean value of the histogram
or its median, for instance, would result in significantly
higher estimates of RT. The performance of the order-
statistics filter can be further improved if one were to obtain
a statistical characterization of gap duration from a large cor-
pus of connected speech or other sounds. Such a character-
ization can provide a robust percentile cutoff value@see Eq.
~12!# which could then be used to select the best RT value for
the room~results not shown!.

In conclusion, the MLE procedure, in combination with
order-statistics filtering, provides a robust means for blind
estimation of room RT. The procedure has been validated
against Schroeder’s method, and with real room data such as
hand-claps, isolated word utterances, and connected speech.

V. DISCUSSION

The estimation of reverberation time is a widely inves-
tigated problem. Traditionally, two approaches have been

taken. The RT is computed analytically using formulas that
incorporate the geometry and absorptive characteristics of
the reflecting surfaces, or empirically using a test sound with
known properties that is radiated into the environment, and
for which the RT is estimated from the received sounds. The
former approach is embodied in the Sabine-type formulas
~Sabine, 1922; Eyring, 1930; Millington, 1932; Sette, 1933;
see Young, 1959; Kuttruff, 1991, for reviews!, while the lat-
ter is based on the analysis of decay curves, such as using
Schroeder’s method~Schroeder, 1965a; Chu, 1978; Xiang,
1995!. These methods have wide applicability and have been
used extensively since they were developed. The current
work complements these methods, and provides a technique
for evaluating RT from passively received microphone sig-
nals.

In the Interrupted Noise Method the excitation signal is
broadband or narrow-band filtered noise that is abruptly
switched off at a known time, and is followed by a suffi-
ciently long pause to track the decay. The reverberation ex-
periment thus requires careful control of a known sound
source~the excitation signal!, and is repeated many times to
arrive at an average RT estimate. In contrast, Schroeder’s
method eliminates multiple trials, and can be carried out with
an impulsive sound, such as a pistol shot, to obtain a reliable
RT estimate on a single trial. For narrow-band estimates, a
filtered impulse can be used~see also footnote 1!. For the
interrupted noise method, the RT is determined by selecting a
decay range, beginning 5 dB below the initial level at sound
offset and going down a further 20 or 30 dB, taking care to
remain above the noise floor. For this method, sound offset
time should be known. In Schroeder’s method, precise
knowledge of the impulse occurrence time is not necessary,
except that the decay range should be above the noise floor
@see ISO 3382~1997! for a discussion of this point#. When
the impulsive sound is well-isolated, i.e., preceded and fol-
lowed by a sufficiently long period of silence, and the back-
ground noise level is well outside the measured decay range,
Schroeder’s method will provide the best estimates of RT.

The motivation for developing the MLE procedure was
to extend the utility of the decay curve method to situations
where excitation signals are not available to conduct a rever-
beration experiment. Instead one has to rely on passively
received microphone signals consisting of unknown sound
segments with randomly occurring gaps. In such a blind situ-
ation, it is expected that the method will be less reliable than
Schroeder’s method, and so the goal was to combine a theo-
retically proven procedure~the maximum-likelihood ap-
proach! followed by a decision strategy that reduces the es-
timation error. It was hoped that such an approach would
allow the estimator performance to approach that of
Schroeder’s method.

The MLE procedure is similar to the noise decay curve
and Schroeder’s methods. It differs from these methods in
that it is parametric, and is based on a widely accepted model
of the reverberant tail, namely the exponential decay model
@see Young~1959! for a discussion on how the Sabine type
formulas are related to a linear decay of the sound pressure
level after the source is turned off#. The model assumes that
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the amplitude of successive reflections are damped exponen-
tially, while the fine structure is a random uncorrelated pro-
cess. The random fine structure is a reasonable assumption
because the excitation signal is random, and so the room
output is also random. Schroeder makes this assumption ex-
plicit when developing his method~Schroeder, 1965a!, argu-
ing that the phase and amplitudes of the normal modes at the
time of sound offset are unknown, and so the decaying nor-
mal modes~of different frequencies! constitute a random
process even if the room response is deterministic. For most
diffusive environments, this approximates the reverberant
tail fairly well ~see Fig. 1! and forms the central assumption
of the work reported here.

The success of the MLE approach derives largely from
the analytically tractable nature of the maximum-likelihood
formulation, reducing the problem to the estimation of a
single parameter that can be determined computationally. We
also showed that for ongoing and onset segments of the
sound, the estimates will assume implausible values as the
model is not valid in these regions. However, an order-
statistics filter downstream to the maximum-likelihood esti-
mator can reject these estimates and extract the room RT
with improved confidence. This is based on the intuitive idea
that sounds cannot decay faster than the rate prescribed by
the room decay rate, and thus selecting the earliest peak im-
proves the confidence of the estimates. To our best knowl-
edge, this MLE approach to blind decay rate estimation in
enclosures has not been reported in the major acoustical lit-
erature.

The two encouraging results of this study are the valida-
tion of the estimates using Schroeder’s method, and the RT
estimates obtained from speech sounds. Under ideal condi-
tions ~impulsive hand-claps!, the MLE method produced re-
sults that were comparable to Schroeder’s method~Figs. 1
and 7!, and provided motivation to carry out further tests
using speech sounds. Speech sounds present particular prob-
lems to most estimation algorithms because they violate the
two most commonly held assumptions, namely stationarity
and Gaussian statistics. Further, even abruptly terminating
phonemes such as stop consonants demonstrate a gradual
decay, with a rate that may be in the range of 5–40 ms. Thus
gradual offsets can increase the overall decay rate estimated
in reverberant environments. However, except for the in-
crease in estimated decay rate~a variation up to about 15%
for sounds terminating in /d/!, the tracking and histogram
procedure works rather well, indicating that the method is
relatively robust to model uncertainties.

Partially blind approaches to RT estimation have previ-
ously been described.~1! A neural network can be trained to
learn the characteristics of room reverberation~Nannariello
and Fricke, 1999; Coxet al., 2001!. Here, it is necessary to
train the network whenever the environment changes.~2!
The signal is explicitly segmented to identify gaps wherein
decays can be tracked~Lebart et al., 2001!. It should be
noted that the order-statistics filter developed in this work
performs an implicit segmentation of the signal by rejecting
estimates that are implausible.~3! A blind dereverberation
procedure can be used to obtain the room impulse response.
However, the room impulse response must be minimum

phase, a condition that most listening environments fail to
satisfy~Neely and Allen, 1979; Miyoshi and Kaneda, 1988!.

The MLE procedure presented here is just one method
for estimating room RT. Other methods are also possible. For
instance the envelope of the sound can be extracted in the
estimation interval, converted to sound pressure level, and a
regression line could be fitted to obtain theT60 time. This is
a blind version of the RT estimation procedure followed by
Lebartet al. ~2001!. The order-statistics filter can be applied
to the histogram of estimates as with the MLE procedure.
The method is nonparametric and so is not subject to model
uncertainties. This approach was used to estimate the decay
rate of isolated word utterances~Fig. 6!. While a detailed
comparison of the methods is beyond the scope of this work,
we note that the MLE procedure is a theoretically principled
way of extracting the decay rate from the sound envelope.

The MLE procedure is model-based and is expected to
perform reasonably well in diffuse sound fields~i.e., uniform
with respect to directional distribution! and where a single
decay rate describes the reverberant tail. For most sound
fields this is a reasonable approximation@see Kuttruff~1991!
for a discussion on this point#. The estimates ofT60 are in
good agreement with Schroeder’s method in most of the lis-
tening environments tested, including challenging situations
where the source or recording microphone was close to a
wall, or there was moderate background noise~see Fig. 8!.
While the MLE procedure produces best results when there
are isolated impulsive sounds or abruptly terminating white
noise bursts, the results of tests with isolated word utterances
and connected speech are in good agreement with the actual
T60. Thus, the procedure is expected to work under most
listening conditions.

A result that was particularly interesting was the appar-
ent robustness of the MLE method to reduced dynamic range
of sounds~i.e., situations where the peak to noise floor range
of the decay curve was small!. The MLE method provided
consistent estimates even when the dynamic range of sound
decay was reduced. This is illustrated in Fig. 10~b! which
shows the effect of source-to-microphone distance on RT
estimation. The four open circles were broadband estimates
obtained in an auditorium, of which one experiment~corre-
sponding to the outlier! was at a larger source-to-microphone
distance~4 m! than the remaining three~1.5 m! ~see Sec. III
for details!. Broadly speaking, at constant sound level output
from the source, the MLE method provided comparable es-
timates of RT including when the source-to-microphone dis-
tance ranged from 1.5 to 4 m, with reduced dynamic range of
the sound decay curve. In contrast, Schroeder’s method is
dependent on the peak to noise floor range of the decay
curve, and reducing the range can result in overestimation of
the RT.3 Consequently, increasing the source-to-microphone
distance affected estimates for Schroeder’s method more
than those for the MLE method. The ISO recommendations
for measurement using Schroeder’s method specify that ‘‘the
level of the noise floor shall be at least 10 dB below the
lower value of the evaluation range’’~ISO 3382, 1997!. For
example, if a 20-dB range is to be used, then the recom-
mended peak to noise floor range must be at least 35 dB
~including the initial 5-dB response from peak!. This finding
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should be interpreted with caution because the MLE method
was not tested in high levels of background noise or when
the dynamic range was drastically reduced. The method ap-
pears to be more robust than Schroeder’s method only for the
conditions tested here. To properly evaluate this effect two
lines of inquiry need to be pursued:~1! quantify the effect of
source-to-microphone distance on the RT estimates from the
two methods, and~2! explicitly incorporate additive back-
ground noise in the MLE procedure. Incorporating back-
ground noise would require the estimation of an additional
parameter, the power of the background noise. This would
help to determine more precisely the relative merits of the
different methods, and, in particular, to indentify situations
where the MLE method can provide improvements over
Schroeder’s method.

The method proposed here can be expected to perform
poorly when there are room resonances and the sound pres-
sure level decays nonlinearly with time. This can be a result
of the room geometry, or positioning the recording micro-
phone in a region of the sound field that is nondiffusive, or in
acoustically coupled spaces with widely differing RTs. In
addition to model failure, the performance of the estimator
may be poor when there are insufficient numbers of gaps, or
there is fluctuating background noise. Good performance re-
sults when there are about 10% gaps and the peak sound
level ~at the time of offset! is about 25 dB SPL over the noise
floor. Performance may also be compromised when back-
ground noise is modulated~such as with background music
or babble! as the procedure will attempt to track any modu-
lation present in the environment, and hence produce multi-
modal histograms with peaks that may not be easily discrimi-
nated.

The blind estimation procedure suggested here can be
applied in a number of situations. Because only passive
sounds are used, any audio processor that has access to mi-
crophone input can estimate the room reverberation time,
either in single-channel~broadband! or multi-channel
~narrow-band! mode. Further, while the method presented
here is for a single microphone, it can be applied with no
modifications to an array of microphones, providing several
independent estimates of the RT. One of the most interesting
applications is in the selection of signal processing strategies
tailored to specific listening environments. These include
hearing aids and hands-free telephony. Programmable hear-
ing aids often have the ability to switch between several
processing schemes depending on the listening environment
~Allegro et al., 2001!. For instance, in highly diffusive envi-
ronments, where the source-to-listener distance exceeds the
critical distance, adaptive beamformers are ineffective
~Greenberg and Zurek, 2001!. In such situations, it would be
convenient to switch off the adaptive algorithm and revert to
the relatively simple~fixed! delay-and-sum beamformer. Al-
ternatively, in highly confined listening environments such as
automobile interiors, where a reflecting surface is located in
close proximity to the ear, it may be convenient to switch-off
the proximal ear microphone, and use the input from the
microphone located in the better~more distal! ear. Such de-
cisions can be made if there is a passive method for deter-
mining reverberation characteristics. Other potential applica-

tions could include hands-free telephony, and room acoustics
evaluation in sound-level meters. A limitation of the method
is its relatively poor performance with narrow-band signals
whose center frequencies are below 1 kHz. However, the
performance is good for broadband signals, and narrow-band
signals whose center frequencies exceed 1 kHz.

The computational costs of implementing the procedure
are largely due to the iterative solution of the maximum-
likelihood equation. We have developed fast algorithms for
reducing the computational cost so that the procedure can be
implemented in real-time~Ratnamet al., 2003!. Thus, the
method can be implemented in passive listening devices to
determine the reverberation characteristics of the environ-
ment.
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APPENDIX: CRÁ MER–RAO BOUNDS FOR DECAY
RATE ESTIMATION

Bounds on the estimate ofa ands are obtained from the
variance of the score function, also called the Fisher infor-
mation J. This is more conveniently expressed in terms of
the derivatives of the score functions~Poor, 1994!. Given the
parameter uT5@as# and the score functionsu

T(y;u)
5@sa(y;a,s)ss(y;a,s)#, we have

J~u!52EF]su
T~y;u!

]u G . ~A1!

From Eqs.~7!, ~9!, and~A1!, we have

J~u!5S N~N21!~2N21!

3a2

N~N21!

as

N~N21!

as

2N

s2

D . ~A2!

By the Crámer–Rao theorem~Poor, 1994!, a lower
bound on the variance of any unbiased estimator is simply
J21(u), which is

J21~u!5S 6a2

N~N221!
2

3as

N~N11!

2
3as

N~N11!

s2~2N21!

N~N11!

D . ~A3!

From the asymptotic properties of maximum-likelihood
estimators~Poor, 1994!, we know that the estimates ofa and
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s are asymptotically unbiased and their variances achieve
the Crámer–Rao lower bound~i.e., they are efficient esti-
mates!. Thus, if a* ands* are the estimates obtained from
the solutions of Eqs.~8! and ~11!, the variance of the esti-
mates are

E@~a* 2a!2#>
6a2

N~N221!
, ~A4!

E@~s* 2s!2#>
s2~2N21!

N~N11!
, ~A5!

with equality being achieved in the limit of largeN. As the
variance ofa ands are O(N23) and O(N21), the estimation
error can be made arbitrarily small if observation windows
are made sufficiently large.

1An interesting discussion on the use of excitation signals can be found in an
exchange of letters between Smith~1965! and Schroeder~1965b!.
Schroeder uses the term ‘‘tone-burst’’ to denote a filtered impulse having a
narrow-band, and this appears to have caused some confusion.

2The offset time courses for speech that are reported here are the results of
analyzing isolated word utterances. These are the authors’ unpublished ob-
servations based on a preliminary study. The offset time courses of speech
segments in connected speech and connected discourse require further
study.

3The noise floor of the integrated impulse response curve~Schroeder’s
method! manifests itself as a relatively flat line. When the decay range for
measuring RT includes a portion of the noise floor, the estimated RT will be
greater than the true value@see ISO 3382~1997! for a discussion on this
point#.
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element method is used to calculate the airflow velocity and pressure along the larynx as well as
tissue displacement. It is assumed that the larynx tissue is transversely isotropic and divided into
three tissues: cover, ligament, and body. A contact-impact algorithm is incorporated to deal with the
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I. INTRODUCTION

Larynx modeling is critical for providing insight into the
dynamic behavior of human phonation. Using mathematical
techniques and experimental data, models have been pro-
posed in order to better understand how the larynx vibrates,
what are its vibration conditions, and the influence of the
tissue mechanics on the glottal and speech waveform. A bet-
ter model of the larynx may also help in addressing two
important clinical issues: Is it possible to predict a certain
voice pathology based on a mathematical model of the lar-
ynx? Could a mathematical model simulate,a priori, the
effects of a surgical intervention in a damaged larynx?

Several models have been proposed to deal with voice
synthesis and larynx simulation. Ishizaka and Flanagan
~1972!, for example, present a very simple and efficient two-
mass model where several aspects of normal phonation were
investigated. Alipouret al. ~2000!, on the other hand, present
a sophisticated larynx model where complex and rigorous
mechanical and geometric characteristics of the tissues are
applied in order to obtain a more realistic representation of
the vocal fold dynamics. The advantage of continuum mod-
els is their ability to directly relate the geometric, viscoelas-
tic, and aerodynamic characteristics of the larynx with the
synthesized glottal waveform. In this paper, a three-
dimensional finite element model of the larynx is proposed.
The model builds and expands on that proposed by Alipour
et al. ~2000!.

Three-dimensional larynx models are challenging in
terms of computational efforts to solve the physical laws that
control human phonation. The airflow pressure and velocities
are described by Navier–Stokes equations while viscoelastic
models deal with the larynx tissue movements. In addition,
the collision of the vocal folds has an important impact on
modeling because it affects the glottal waveform shape. The
proposed model uses well-established algorithms to account
for these three phenomena.

Berry et al. ~1994! analyze the vibration pattern result-
ing from the simulation of a two-dimensional model of the
vocal folds. They show that a nonchaotic pattern is found
when the viscoelastic and aerodynamic conditions in the lar-
ynx are properly set. Berry and Titze~1996! state that tissue
incompressibility is an important factor in the vibration
modes. Both studies present sets of viscoelastic parameters
of the larynx tissues for normal vibration.

De Vries et al. ~1999! describes a three-dimensional
model similar to Alipour’s one. The only difference between
both models is that De Vrieset al. ~1999! assume that the
larynx tissues consist of body and cover tissues while Ali-
pour et al. ~2000! consider the body, ligament, and cover in
their tissue formulation.

Alipour et al. ~2000! present a three-dimensional model
of a vocal fold~assuming larynx symmetry! where the lon-
gitudinal movements of the tissue model are restricted by
assuming that these movements are negligible~the shear
stress produced by the movements of successive transversal
planes was incorporated in their formulation by algebraic
manipulations!. Additionally, the collision between the vocal
folds are treated in their larynx model by bounding the tissue
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displacements: when their surface nodes cross the symmetry
plane, they simply zero the nodal displacements in order to
avoid the vocal folds penetrating into each other.

In terms of aerodynamic simulation, Guo and Scherer
~1993! use a finite element model to determine the air veloc-
ity and pressure in a two-dimensional representation of the
larynx channel~considering only the true vocal folds!. They
demonstrate that different laryngeal profiles significantly
change the aerodynamic forces applied over the vocal fold
surfaces.

The present model considers the whole larynx~including
false vocal folds and laryngeal ventricles! in three dimen-
sions and not just the true vocal folds. Hence, important
vibration properties like the horizontal phase-difference can
be studied. Following Alipouret al. ~2000!, the tissue model
was linearly transversal isotropic because of the strain–stress
differences in the longitudinal direction and transversal
planes. However, the model assumes that the larynx moves
longitudinally.

The aerodynamic influence of the false vocal folds is
analyzed in order to demonstrate their influence in whispered
voices as mentioned by Milleret al. ~1988!. In addition, the
nonlinear pressure distribution calculated along the larynx
surfaces allows us to confirm the myoelastic-aerodynamic
theory. By solving the Navier–Stokes equation in three di-
mensions, the present model extends the Guo and Scherer
one.

Finally, a physically based method to deal with the col-
lision phenomenon is presented. It calculates the collision
forces that avoid the larynx tissue interpenetration during
phonation~Newton’s second law!. It is different from the
two-mass model approach where the strain–stress relation-
ship of the larynx tissue is changed during the collision, and
from the Alipouret al. ~2000! technique of direct manipula-
tion of the surface tissue displacements.

The fundamental mathematical technique used in this
work is the finite-element method which is a procedure of
discretizing partial differential equations. Consequently, all
the physical systems~fluid, tissue, and collision problem!
involved in phonation are addressed by this technique. De-
scriptions of the finite-element algorithms are well-
documented elsewhere~Bathe, 1996!.

II. MATERIALS AND METHODS

The simulation of the larynx in phonatory conditions
requires the solution of four different engineering problems:
fluid flow, tissue displacement, mesh deforming, and contact
problem. Because well-established algorithms are used to
solve these problems, only ‘‘how-to-use’’ procedures will be
addressed.

A. Mesh generator and deforming

Both airflow and tissue meshes are constructed from
geometric specifications of the larynx. It is considered that
the larynx is sliced into several cross sections along the neck.
Therefore several small ‘‘hyper-ellipses’’ are specified to de-
fine both the internal and external larynx tissue surfaces—the
internal tissue surface is the external flow channel. Figure 1

shows a geometric description of a larynx from its hyper-
ellipses where the larynx surfaces are shown.

The equations used to define all hyper-ellipses are

x5R1 cos~u!, y5R1 sin~u!, 0<u<p/2,

x5R2 cos~u!, y5R2 sin~u!, p/2<u<p,
~1!

x5R3 cos~u!, y5R3 sin~u!, p<u<3p/2,

x5R4 cos~u!, y5R4 sin~u!, 3p/2<u<2p.

To complete the tissue specification, the thickness of the lar-
ynx cover and ligament are defined—the remaining space
between both internal and external tissue surfaces is consid-
ered as being part of the body layer. Later the geometric
description of the laryngeal model will be presented.

Once these geometric characteristics are defined, an au-
tomatic mesh algorithm creates the tetrahedrons~polygonal
elements used by FEM!. At the airflow–muscle interface,
both the flow and tissue elements are EXACTLY connected
to each other by their triangular surfaces. It means that the
airflow and tissues ‘‘share’’ the same nodes at their inter-
faces. In all simulations, the number of nodes for airflow and
tissue meshes are 4151 and 5140, respectively. The numbers
of tetrahedrons for airflow and tissue meshes are 2600 and
3000, respectively. The node and tetrahedron distribution in
both meshes is determined by the spatial position of the
hyper-ellipses: denser nodal distributions are obtained where
successive hyper-ellipses are closer. The larynx movements
demand that all of the larynx mesh moves. The position of all
tissue nodes are naturally updated using the computed dis-

FIG. 1. Geometric description of the larynx surfaces from its hyper-
elliptical sections.
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placements of the tissue FEM model. However, only the dis-
placements of the external flow nodes are known because of
their connection to nodes of the tissue surfaces.

The mesh moving technique of Johnson and Tezduyar
~1994! is used to update the internal flow nodes. They con-
sidered that the flow mesh is a rigid material subject to spe-
cific displacements of all external nodes. Therefore the same
FEM procedure used to model the larynx tissues is employed
here. Specifically, tetrahedrons with linear polynomials for
interpolation and shape functions are used. Because the ‘‘ma-
terial’’ is isotropic, Johnson and Tezduyar~1994! defined the
factor l/mL ~wherel andmL are Lame´ elastic constants! as
the only ‘‘physical’’ parameter for the mesh moving method.
They proposedl/mL52 in order to control the deformation
that is used in the mesh moving algorithm.

The boundary conditions of this algorithm are Dirichlet
conditions and no body force is applied. Therefore only flow
nodes in contact with the tissue ones have the same displace-
ment. The displacement of inflow and outflow nodes are set
to null.

This strategy provides a fast and reliable deformation of
the flow mesh in several situations. At each simulation time
step, the displacements of the external tissue nodes are col-
lected and applied as boundary conditions to the mesh mov-
ing algorithm. It adequately places all internal flow nodes
inside the larynx channel.

However, there are situations where this algorithm could
not deal with the boundary conditions requirements. We no-
ticed this phenomenon by examining the resulting mesh:
some tetrahedrons had null or negative volumes. When this
happens, the mesh generator is triggered to reconstruct all
flow tetrahedrons from the deformed internal tissue surfaces.

B. Solving the tissue displacement

The concepts of continuum mechanics presented by Ali-
pour et al. ~2000! to describe tissue displacement during
phonation are adopted. Thus, the simulated larynxes are di-
vided into finite geometric elements and the displacement
vectors and pressures are distributed throughout all the ele-
ments that compose the meshes.

It is assumed that the larynx tissues have transversal
isotropic properties along the vocal fold length~longitudinal
direction! attempting to match the fibrous directions of the
laryngeal tissues. Mathematically the larynx tissues follow
the linear elasticity theory, demanding therefore small time
integration intervals as indicated by Alipouret al. ~2000!.
The complete derivation of the element matrices involved in
FEM will not be presented here because it can be found in
Alipour et al. ~2000!, Huebner and Thornton~1982!, and
Bathe~1996!.

However, there are some differences between our stud-
ies and Alipouret al. ~2000! modeling. First, their model did
not account for the longitudinal movements of the vocal
folds in order to significantly reduce the number of equations
whereas we analyze the magnitude of the movements in that
direction. It is interesting to note that Alipouret al. ~2000!
coupled all the transversal planes through the use of shear
forces. Here such forces are implicitly considered in the con-

ventional and truly three-dimensional finite element model-
ing of the larynx tissues as in Gunter~2003!.

Second, their model—including Gunter~2003!—
considered only the true vocal folds and it assumed symme-
try of the right and left vocal folds. This allowed for the
suppression of one of the folds in order to also reduce the
number of equations to be solved. Figure 2 shows that the
simulated larynx in this paper included both true and false
vocal folds.

In terms of FEM, tetrahedrons are used to describe the
tissue mesh. Different from Alipouret al. ~2000!, quadratic
polynomials are employed as interpolation functions for dis-
placement vectors and as shape functions for describing the
geometry of the tetrahedrons. It is important to mention that
straight-edged tetrahedrons are used to simplify the integral
functions required to compute the element matrices in FEM.
Although more accurate solutions are obtained with higher-
order polynomials, the decision of using quadratic instead of
linear elements was made to simplify numerical algorithms
for both tissue and airflow modeling. Further explanations in
the following subsection will justify the use of such interpo-
lation and shape functions.

The boundary conditions that excite the tissue move-
ments are air pressure at the internal surface of the larynx
model ~contact interface between air and tissue! and null
displacement at all other external surfaces of the model. It
means that the larynx is ‘‘stuck’’ at the neck during the entire
phonation process. Specifically, the air pressures at the tissue
nodes in contact with the airflow are linearly distributed
along the external triangular surfaces. Air shear forces at the
larynx walls are nulls because of the boundary conditions
applied to solve the airflow model. Titze and Talkin~1979!
pointed that these shear forces are very small when com-
pared to the pressure forces, which justifies our assumption.

While Alipour et al. ~2000! use a central difference ap-
proximation method to time-integrate the tissue equations,
the Newmark method~Bathe, 1996! is used because of its

FIG. 2. Transversal view of a simulated normal larynx. The different shades
refer to the three different tissues in the laryngeal tissue.~1! True vocal
folds. ~2! False vocal folds.~3! Laryngeal ventricles.

2895J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Rosa et al.: Three-dimensional larynx simulation



‘‘unconditional’’ stability. The time step (Dt) for all simula-
tions is 300ms. Its mathematical structure is implicit and
produces a global linear system of equations to be solved.
Therefore a direct sparse solver based on a supernodal ap-
proach~Demmelet al., 1999! is employed.

The laryngeal tissue is divided into three kinds of tissues
~cover, ligament, and body! following Alipour et al. ~2000!
and different from De Vrieset al. ~1999!. These three kind of
tissues differ from each other in terms of elastic constant,
damping ratios, and geometric characteristics.

C. Solving the velocity-pressure flow

A laminar, incompressible, isothermal, steady Navier–
Stokes equation~NS!, as shown in Eq.~2!, describes the
airflow modeled by FEM. Although the larynx airflow is
time dependent, the approach provided by Guo and Scherer
~1993! is used in order to directly compare the results. In
addition, it simplifies the mathematical description of the
problems since the larynx movements should be incorporated
into time-dependent airflow equations.

¹•U50,
~2!

r f~U"“ !U5m f~¹2U!2¹P,

whereU is the velocity vector,P is the scalar pressure, and
r f andm f are the density and viscosity air, respectively.

The airflow mesh is divided into tetrahedrons~as in the
tissue model! with quadratic and linear polynomials to re-
spectively interpolate the velocity and pressure along the el-
ement~known as mixed formulation!. This procedure is nec-
essary to obtain a well-posed problem~Gresho and Sani,
1998!. While Guo and Scherer~1993! use a penalty formu-
lation, a mixed formulation of NS~using Lagrange multipli-
ers! is adopted here.

To calculate the velocity and pressure along the larynx
for several profiles, several strategies are applied in order to
deal with the convergence difficulties for high-Reynolds
number flows. These strategies are described in the next
paragraphs.

One of the sources of difficulty is the convection term of
NS. High-speed flows tend to produce ‘‘wiggles’’ that can
destabilize the solution. One way to control this problem is
to make the mesh finer. However, the drawback is the sig-
nificant increase in the number of equations to be solved,
specially in three dimensions.

A hybrid approach~FIDAP, 1999! is followed to obtain
a robust FEM formulation of NS in high-Reynolds laminar
flows by applying artificial numerical diffusion in the solu-
tion. It means that low- and high-order schemes are linearly
combined to stabilize the convection term. Low-order
schemes are first-order accurate and unconditionally stable
but they introduce excessive amounts of numerical diffusion.
On the other hand, high-order schemes~in our case, second-
order accurate! significantly reduce numerical diffusion but
are inherently unstable.

The first- and second-order schemes~the last is also
called Streamline-Upwind/Petrov-Garlekin or SUPG! are re-
spectively described by Tabata and Fujima~1991! and Sam-

paio ~1991!. Tabata and Fujima~1991! use triangles~with
quadratic polynomials! while this work employs tetrahedrons
~the adaptation between both geometric elements is direct!.
Sampaio~1991! also uses triangles but with linear polynomi-
als for velocity. Deblois~1996! provides additional informa-
tion to construct the element matrices associated to SUPG
for triangles with quadratic polynomials for velocity~easily
extended to tetrahedrons!.

The blending procedure to mix both first- and second-
order schemes follows FIDAP~1999! where the velocity gra-
dient is locally evaluated by using a simple Laplacian filter
applied over the faces of the analyzed tetrahedron. It pro-
duces a numerical estimation of the flow changes along the
mesh and allows for quantifying the amount of both schemes
~first- and second-order, respectively! used to construct all
FEM element matrices. This hybrid approach is equivalent to
finite-difference methods like MUSCL and TVD~Hirsh,
1988! in combining robustness~first-order schemes! and ac-
curacy~high-order schemes!.

To complete the problem specification, the boundary
conditions are set to null velocity for external flow nodes in
contact with tissue nodes. It means that the air velocities
through the larynx wall are zero. Although these wall veloci-
ties should be not zero because of the tissue movements, they
are considered zero in order to simplify the algorithms, spe-
cially when there is a collision between both true vocal folds.
It is important to mention that tissue movements are signifi-
cantly slower~approximately 100 times in the glottal chan-
nel! than the average airflow velocity, making the algorithm-
based decision suitable for all simulations.

Pressures are set constant for the inflow and outflow
larynx surfaces~respectively ‘‘lungs’’ and ‘‘supraglottal’’
pressures!—null velocity gradients are assumed at both sur-
faces. Therefore an aerodynamic condition is created to ex-
cite flow through the larynx using specific pressure drops
between the inflow and outflow surfaces. Mathematically the
‘‘do-nothing’’ concept of Sani and Gresho~1994! is followed
to keep the problem well-posed.

After the definition of the FEM approach to discretize
NS for all finite elements~producing local nonlinear equa-
tion systems!, a global nonlinear equation system to be
solved is constructed. As Guo and Scherer~1993! the suc-
cessive substitution method is used, i.e.,

K~UnÀ1!U* 5R,
~3!Un50.5UnÀ110.5U* ,

where U* , UnÀ1, and Un are global solution vectors
~velocity1pressure! for temporary, (n21)th andnth itera-
tion steps. The solution is achieved when Eq.~4! is reached.
A direct sparse solver~Demmelet al., 1999! is used to solve
the linear system in Eq.~3!:

uUn2UnÀ1u
uUnu

,0.001. ~4!

The reduced basis method~Peterson, 1989! is used to speed
up and control the convergence. The simulation is pressure
driven and therefore large pressure drops~around 8
kdyne/cm2! excite the flow in the larynx. Instead of fully
applying this amount of pressure difference, a set ofN sub-
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problems at low pressure drops using Eq.~3! is solved. Once
all these subsolutions~also called basis! have been deter-
mined, an approximate solution is finally calculated in order
to form the first guess of the final iterative process to reach
the correct solution, using again Eqs.~3! and ~4!. The fol-
lowing steps describe the reduced basis method:

~1! Estimate first baseU0thObase
~2! Calculate additional basisU1stObase...U4thObase
~3! Calculate the final approximated solution

UreducedObase
~4! Converge up to the solution fromUsolved.

N55 was used to speed up convergence by quickly getting a
good first guess~UreducedObase!. The choice for this value
is a tradeoff between speed and computational efforts.

The final aspect in our method is the choice of the pres-
sure drops for each subproblem. A simple approach is used:
Starting from a specific pressure dropDP4, DP05DP4/5,
DP152* DP4/5, DP253* DP4/5 andDP354* DP4/5.

Although we tried to mathematically define an associa-
tion betweenDP4 and parameters of the flow~Reynolds
number, residue,uUn2UnÀ1u, etc.!, it was finally decided to
pick the parameter based on the convergence rate: low and
high pressure drops result in fast and low convergence, re-
spectively ~sometimes, high flows even oscillate without
reaching a stationary solution!. However, when high pressure
drops are employed, the approximate vectorUreducedObase
is very close to the final solution and the number of iterations
in step 4 of the reduced basis method is very low. It means
that we have to chooseDP4 thinking of the tradeoff between
convergence and closeness to the solution in Eq.~4!. In the
case of the simulated larynx presented in this work,DP4
55 Pa.

D. Coupling air and tissue systems

The links between both physical systems~air and tissue!
are the airflow pressure and the moving mesh. As mentioned
before, surface nodes of the airflow mesh are directly at-
tached to surface nodes of the tissue nodes. It means that the
air pressures are collected at the larynx walls and transferred
to the tissue system in order to calculate the nodal displace-
ment. Note that this direct node matching overcome prob-
lems of pressure estimation along the larynx walls because
the pressures are exactly calculated over the tissue nodes.

The mesh updating also couples both systems because
the change of airflow mesh generates a new velocity and
pressure profiles along the laryngeal cavity. Again, moving
together the airflow and tissue nodes located at the physical
interface allows an easy information transfer.

E. Contact problem

The contact problem refers to the physical phenomena
occurred when two or more bodies touch each other. In pho-
nation, both true vocal folds collide according to the
myoelastic-aerodynamic theory. Ishizaka and Flanagan
~1972! changed the stress-displacement curve during the col-
lision instant in order to avoid the penetration among the

bodies. They also assumed that such phenomena always took
place at the middle larynx section due to the laryngeal sym-
metry.

Alipour et al. ~2000! considered a different approach:
when their true vocal fold reached the middle section, they
simply removed one degree of freedom of the collided node.
Different from Ishizaka and Flanagan~1972!, they did not
apply the required force to avoid the body penetration. Ap-
parently Gunter~2003! used a similar procedure to the
method that will be described in the next paragraphs.

This simulation uses an algorithm~Bathe, 1996! to deal
with the contact problem: all collided nodes~only the ones
located at the tissue surface! are collected in order to calcu-
late the required forces to avoid body interpenetration. The
fundamental aspect is that such forces are calculated consid-
ering how deep one vocal fold can enter into each other.

Mathematically the following restrictions are kept for all
surface tissue nodes~using contact problem notation!:

G5~X2Y!T* N^0

L5F* N^0 ~5!

G* L50.

It means that the gap~G! between two nodes~X andY are
the spatial position of master and slave nodes at different
bodies! should be non-negative and that the collision forceF
should always take the bodies apart. The last restriction in
Eq. ~5! indicates that both the inequalities are exclusive:
when one condition is reached, the other one is automatically
equal to zero. Further theoretical details are found in Bathe
~1996!.

To add Eq.~5! into the linear system of equations pro-
duced by FEM to the tissue, the mathematical procedure de-
scribed by Narayanaswamy~1985! is followed where the
coupling of both FEM equations and collision restrictions are
not necessary. In this procedure the restriction forces associ-
ated with the collided nodes are computed and then the tissue
displacements under collision restrictions are calculated.

Therefore the algorithm to compute the tissue displace-
ment in a specific time step is as follows:

1. Calculate the displacements without collision restric-
tions

2. While there are some body penetration:
2.1. Verify possible nodal collisions
2.2. Calculate the force collisions and nodal displacements

according to Narayanaswamy~1985! under Eq.~5!.
2.3. End while

The procedure is iterative because it is not known,a
priori , which nodes will collide with some larynx surface,
resulting in a nonlinear behavior to the contact problem. It
can be realized that the contact problem is part of the tissue
model. Therefore, the time step is only increased after the
calculation of the nodal tissue displacements under collision
restrictions.

As shown, the larynx symmetry is not used to simplify
or reduce computational efforts. It means that the concept of
master-slave bodies is not directly employed because there is
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no preferential body. All the surface nodes are tested against
the tissue body to see if there is a collision and then the
collided surface, which provides the normalN and position
Y vectors in Eq.~5!, is backtracked. This method is called
two-way collision detection~ANSYS, 2000!.

F. Final iterative procedure

After separately describing the mathematical algorithms
for both physical systems, they are put together in an itera-
tive loop in order to simulate the larynx as follow:

~1! Collect air pressures.
~2! Calculate tissue displacements verifying vocal fold col-

lisions.
~3! Update tissue mesh.
~4! Update airflow mesh.
~5! Calculate airflow velocities and pressures.

Note that in the first iterative step, the collected air pressures
are null.

G. Description of larynx parameters

Here the parameters used to simulate the larynx will be
presented. The geometric description of the simulated larynx
is shown in Table I. As mentioned before, the larynx is
‘‘sliced’’ into sections using ellipses for geometric definition.

The airflow parameters for simulation are
m f (viscosity)51.79e-5 Pa.s andr f (density)51.23 kg/m3.
The inflow and outflow air pressure are respectively set to
0.8 and 0~zero! kPa. As in Alipouret al. ~2000!, the tissue
layers have transversal isotropic elastic behavior. Therefore
six viscoelastic parameters are needed: transverse and longi-
tudinal Poisson’s ratios~n andn8!, transversal and longitudi-

nal Young’s modulus~E and E8) and longitudinal shear
modulus (mm8 ) and tissue viscosityh. Transversal shear
modulus is not necessary because it is directly related toE
andn by

mm5E/~2* ~11n!!. ~6!

Alipour et al. ~2000! definedn850 because they eliminated
any longitudinal movement. Here non-null longitudinal Pois-
son’s ratios are allowed because all tissue nodes are free to
move ~except when they are under collision or boundary
condition restrictions!. This additional degree of freedom in
the tissue specifications requires care in order to control the
almost incompressible behavior of the laryngeal tissues. In
order to simplify the model, all analyses are conducted by
assumingn5n8. The final value is then chosen in order to
reach almost incompressible tissues. Titze and Strong~1975!
and Berry and Titze~1996! provide more details about this
mechanical parameter.

Table II shows the values of tissue parameters for a spe-
cific simulation. Different from Alipouret al. ~2000! the tis-
sue viscosity of the body is set high according to observa-
tions of Titze and Strong~1975! where the authors discussed
the similarities in the organic composition of the larynx tis-
sues and other tissue tissues in the human body. Mathemati-
cally it establishes a critically damped system for the body
tissues to quickly reach their stationary position. Lowering
such a parameter brings the tissue to an under-damped con-
dition and therefore an initial transitory oscillation is ob-
served.

The transversal Young’s modulus~E! is defined accord-
ing to Tranet al. ~1993! who measured itin vivo. Because
their estimation resulted from the whole vocal fold reaction
to an applied force, a fixed value is just extended for all the
tissue layers. The other parameters are described in Berry
and Titze ~1994!, Titze and Strong~1975!, and Titze and
Talkin ~1979!.

III. RESULTS AND DISCUSSIONS

Two analyses are done in order to demonstrate the ef-
fectiveness of the proposed model. First, the larynx geom-
etries are fixed in three different profiles and the pressure
distribution are calculated and compared with other models.
Second, dynamic analyses are conducted to verify the effects
of changing viscoelastic parameters and subglottal pressure
on the synthesized glottal signal.

A. Airflow in fixed laryngeal geometries

During phonation, the human larynx roughly assumes
three different shapes: divergent, convergent, and parallel. In
each condition, there are variations according to the attack

TABLE I. Geometric description of a simulated normal larynx.

Section Center~cm! Radius R1, R2, R3, R4~cm!

S0 0, 0,22 0.7, 0.7, 0.7, 0.7
S1 0, 0,21 0.7, 0.7, 0.7, 0.7
S2 0, 0,20.8 0.7, 0.7, 0.7, 0.7
S3 0, 0,20.61 0.7, 0.6, 0.7, 0.6
S4 0, 0,20.47 0.7, 0.25, 0.7, 0.25
S5 0, 0,20.40 0.7, 0.075, 0.7, 0.075
S6 0, 0,20.33 0.7, 0.025, 0.7, 0.025
S7 0, 0,20.26 0.7, 0.025, 0.7, 0.025
S8 0, 0,20.19 0.7, 0.025, 0.7, 0.025
S9 0, 0,20.12 0.7, 0.025, 0.7, 0.025
S10 0, 0,20.05 0.7, 0.025, 0.7, 0.025
S11 0, 0, 0 0.7, 0.235, 0.7, 0.235
S12 0, 0, 0.03 0.7, 0.35, 0.7, 0.35
S13 0, 0, 0.07 0.7, 0.5, 0.7, 0.5
S14 0, 0, 0.10 0.7, 0.515, 0.7, 0.515
S15 0, 0, 0.23 0.7, 0.45, 0.7, 0.45
S16 0, 0, 0.35 0.7, 0.46, 0.7, 0.46
S17 0, 0, 0.48 0.7, 0.6, 0.7, 0.6
S18 0, 0, 0.60 0.7, 0.7, 0.7, 0.7
S19 0, 0, 1.30 0.7, 0.7, 0.7, 0.7
S20 0, 0, 2 0.7, 0.7, 0.7, 0.7

Layer Thickness~mm! Sections

Cover 0.5 S5–S12
Ligament 0.5 S5–S12

TABLE II. Description of the viscoelastic tissue parameters of a normal
larynx.

Tissue E (kPa) n E8 (kPa) mm8 (kPa) n8 h ~Pa.s!

Cover 2 0.76 20 20 0.76 1
Ligament 4 0.68 20 40 0.68 1
Body 20 0.45 20 30 0.45 15
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and entrance angles and the channel length. The glottal ge-
ometry shown in Table I was changed in order to produce
such profiles. Table III shows only these modified sections
and Fig. 3 presents theses geometric profiles in transversal
view.

The subglottal pressure is 0.5884 kPa~or 6 cmH2O)
which is close to that provided by Guo and Scherer~1993!.
In their studies, a parabolic velocity profile was set in order
to excite the airflow through their simulated larynx. Also,
their profiles only considered one vocal fold, while in this
work, the whole larynx~including the laryngeal ventricle and
both false vocal folds! are geometrically represented.

Figure 4 shows the air pressure distribution along the
whole larynx. In Guo and Scherer’s two-dimensional lar-
ynxes, the pressures were directly extracted from the nodes

in contact with the larynx walls. Because the proposed model
uses a three-dimensional larynx, it is first divided into two
halves, then the pressures are collected along the intersection
of a coronal plane with one-half of the larynx.

These results are quite similar to the ones produced by
Guo and Scherer~1993!. The differences between the two
approaches are related to the fact that the here simulated
larynx is coarser than the actual one used by Guo and
Scherer ~1993!. Increasing the mesh nodes would surely
smooth the pressure distribution.

The maximum pressure gradient occurs just after the
larynx section with minimal constriction. It is developed in
the glottal entrance for divergent and parallel profiles and in
the glottal output for convergent profiles.

It is possible to observe a secondary negative pressure
region formed over the glottal walls becoming more evident
although it is less intense~in magnitude! than the main nega-
tive pressure region~the same phenomenon is observed
when the number of nodes in the airflow mesh is doubled—
the result is just smoother then that obtained with the original
mesh!. When the true vocal fold diameters are increased by
0.02 cm, the pressure distribution becomes smoother.

This phenomenon occurs because tiny glottises cause
large vortexes after large aerodynamic jumps~represented by
the larynx! due to the demands of fluid incompressibility and
convection. Consequently, the transglottal pressure drop is
increased when the glottal diameter is reduced.

It was also observed that the longitudinal distribution of
air pressure is not constant. The central portion of the vocal
folds ~approximately 50% of the glottis! is more affected by
the air pressure gradient. This fact explains the horizontal
phase difference in the vocal fold movements. Because the
pressure in the anterior and posterior comissures is very low,
it seems that the movements of these glottal regions are not

TABLE III. Geometric description of larynxes in divergent, convergent, and
parallel profiles. Only the differences from Table I are presented.

Profile Section Center~cm! Radius R1, R2, R3, R4~cm!

Divergent S6 0, 0,20.33 0.7 0.025 0.7 0.025
S7 0, 0,20.26 0.7 0.035 0.7 0.035
S8 0, 0,20.19 0.7 0.045 0.7 0.045
S9 0, 0,20.12 0.7 0.055 0.7 0.055
S10 0, 0,20.05 0.7 0.065 0.7 0.065

Convergent S6 0, 0,20.33 0.7 0.065 0.7 0.065
S7 0, 0,20.26 0.7 0.055 0.7 0.055
S8 0, 0,20.19 0.7 0.045 0.7 0.045
S9 0, 0,20.12 0.7 0.035 0.7 0.035
S10 0, 0,20.05 0.7 0.025 0.7 0.025

Parallel S6 0, 0,20.33 0.7 0.025 0.7 0.025
S7 0, 0,20.26 0.7 0.025 0.7 0.025
S8 0, 0,20.19 0.7 0.025 0.7 0.025
S9 0, 0,20.12 0.7 0.025 0.7 0.025
S10 0, 0,20.05 0.7 0.025 0.7 0.025

FIG. 3. Geometric description of lar-
ynxes with ~1! divergent,~2! conver-
gent, and~3! parallel profiles in trans-
versal view.

2899J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Rosa et al.: Three-dimensional larynx simulation



excited by aerodynamic conditions~suction, for example!
but by influence of the movements of the central portion of
the true vocal folds.

The false glottal folds also change pressure distribution.
Reducing their diameters increases the air pressure gradient
along the larynx. Specifically negative pressures become
‘‘more negative.’’ Although this phenomenon happens for all
three geometric profiles, the relationship between false vocal
fold area and pressure gradient change is nonlinear. To
clarify these findings, Fig. 5 shows the differences between
three larynx configurations with divergent profiles where the
geometry of the false vocal folds have changed. The geom-
etry of all these larynxes is presented in Table IV.

The reduction of the laryngeal areas formed by the false
vocal folds increases the transglottal pressure drop. Similar
results are obtained for parallel and convergent laryngeal
profiles. This phenomenon helps to understand how whis-
pered voices are sustained. A simultaneous reducing of sub-

glottal pressure and false vocal fold area allows the larynx to
keep the true vocal folds vibrating, as demonstrated by
Miller et al. ~1988!. It means that the minimum subglottal
pressure condition to excite the self-vibration of the larynx
during the phonation should consider the false vocal fold
area at extremely low pressure drops.

B. Complete simulation

All simulations start with a larynx whose geometry is
shown in Table I. The viscoelastic properties of the laryngeal
tissues are presented in Table II. The lung pressure was 0.8
kPa. Different from Alipouret al. ~2000!, whose simulation
was just restricted to one true vocal fold, the present model
considered the whole larynx.

Figure 6 presents the synthesized glottal signal whose
values are obtained by integrating the volumetric velocity
along the exit laryngeal surface. Note the initial transient and

FIG. 4. Pressure distribution over the surface of lar-
ynxes with divergent, convergent, and parallel profiles.

FIG. 5. Curves representing the difference between the
pressure distribution of larynxes with three different
false vocal fold shapes~normal, medium, and large! and
the pressure distribution of a larynx without such a
structure. All these larynxes have a divergent profile.

2900 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Rosa et al.: Three-dimensional larynx simulation



rising of volume velocity until becomes a stationary.
The calculated fundamental frequency is 164 Hz, which

is higher than the one presented by Alipouret al. ~2000!. The
open quotient for this simulation is 0.6347 while Alipour
et al. ~2000! reported 0.9000. The temporal variables are cal-
culated for the last nine glottal signal cycles when the signal
became steady. The difference between the quantities ob-
tained in both simulations can be attributed to the viscoelas-
tic and geometric property differences. It should be taken
into account that the three-dimensional aspect of the pro-
posed model affects the pressure distribution along the vocal
folds, as demonstrated before, and causes a horizontal phase
difference in the tissue movements. It seems that the pre-
sented larynx has more mass and therefore more inertial en-
ergy than Alipour’s one, even considering the differences
across the tissue viscosity properties~especially in body tis-
sue specification!. This additional inertial energy surely con-
tributed to lower the open quotient value when compared to
that obtained by Alipouret al. ~2000!.

Lung pressure affects the temporal properties of the
glottal signal. Figure 7 shows the volumetric velocity curves
for three larynxes excited by different lung pressures~0.7,
0.8, and 0.9 kPa!. The open quotients obtained from these

glottal signals are 0.6747, 0.6347, and 0.6249. The lung pres-
sure increase causes higher extensions in the cover tissue
movements and, consequently, higher kinetic energy. It
means that the glottal closing interval becomes higher be-
cause the time of kinetic energy dissipation by the collision
effects is increased. Therefore the open quotient is decreased.

The fundamental frequency of each glottal signal is
167.4, 164.0, and 161.3 Hz, showing a variation of221
Hz/kPa from 0.7 to 0.8 kPa and234 Hz/kPa from 0.8 to 0.9
kPa. The absolute values are quite similar to the 20.3943 to
30.5915 Hz/kPa~or 2 to 3 Hz/cmH2O) ratio presented by
Ishizaka and Flanagan~1972!. However, this ratio is in-
versely proportional to lung pressure: an increase in lung
pressure produces a decrease in the fundamental frequency.

However, the aerodynamic effects in fundamental fre-
quency changes when the larynx become stiffer. Using a lar-
ynx with same geometry and higher transversal Young’s con-
stants for cover and ligament tissues, as shown in Table V, an
increase of 1.5 Hz in the fundamental frequency when the
lung pressure is increased from 0.8 to 0.9 kPa is produced.
Figure 8 shows that this stiffer larynx excited by 0.8 and 0.9
kPa produces glottal signals with 188.8 and 190.3 Hz, re-
spectively.

Such a dependence of the lung pressure versus funda-
mental frequency ratio to the laryngeal tissue stiffness~or
viscoelastic properties, in a more general view! presents in-
teresting questions on the interrelationship between both
myoelastic and aerodynamic aspects of the vocal fold vibra-
tion. The results demonstrate that this ratio is nonlinear and
dependent on tissue mechanics, although this ratio is quite
similar to the ones presented by Ishizaka and Flanagan
~1972! in their two-mass model.

Another important aspect is the larynx spatial move-
ments. Alipouret al. ~2000! presented the coordinates of a
tissue point during a phonation, showing that the larynx
movements are also periodic. Figure 9 shows the studied
spatial points whose coordinates were extracted during a

TABLE IV. Geometric description of larynxes with four different false vocal
fold shapes which have divergent profiles.

Type of false
vocal folds Section Center~cm! Radius R1, R2, R3, R4~cm!

‘‘None’’ S14 0, 0, 0.10 0.7 0.6 0.7 0.6
S15 0, 0, 0.23 0.7 0.7 0.7 0.7
S16 0, 0, 0.35 0.7 0.7 0.7 0.7
S17 0, 0, 0.48 0.7 0.6 0.7 0.6

‘‘Normal’’ S15 0, 0, 0.23 0.7 0.45 0.7 0.45
S16 0, 0, 0.35 0.7 0.46 0.7 0.46

‘‘Medium’’ S15 0, 0, 0.23 0.7 0.35 0.7 0.35
S16 0, 0, 0.35 0.7 0.36 0.7 0.36

‘‘Large’’ S15 0, 0, 0.23 0.7 0.25 0.7 0.25
S16 0, 0, 0.35 0.7 0.26 0.7 0.26

FIG. 6. Glottal signal obtained from a normal larynx
excited by pressure drop of 0.8 kPa.
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FIG. 7. Glottal signals obtained from normal larynxes
excited by different pressure drops.

FIG. 8. Glottal signals obtained from stiffer larynxes
excited by different pressure drops.

FIG. 9. Nodes whose movements are tracked along the time.

TABLE V. Description of the viscoelastic tissue parameters of a stiff larynx
~specifically the transversal Young’s moduleE for all tissues are higher than
the ones presented for a normal larynx as described in Table II!.

Tissue E (kPa) n E8 (kPa) mm8 (kPa) n8 h ~Pa.s!

Cover 3 0.73 200k 200k 0.73 1
Ligament 5 0.66 20 40 0.66 1
Body 20 0.45 20 30 0.45 15
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complete simulation of the larynx with mechanical properties
described in Table V.

Analyzing the coordinates of the points 365 and 405
~Fig. 10! the surface tissues near the glottal exit have higher
amplitude than those near the glottal entrance. Considering
that the mathematical modeling of the laryngeal tissues as-
sumes that there is movement along the longitudinal axes,
both points show displacements along this direction. Alipour
et al. ~2000! assumed such the movements in longitudinal
direction are insignificant, allowing a reduction of math-
ematical complexity in their tissue modeling. Clearly their
assumptions are correct, especially for the region near the
glottis exit. However, the magnitudes along the three Carte-
sian axes becomes smaller as the distance from the glottis
center becomes larger.

The periodicity degree seems to be higher for surface
points located near the glottis exit. It can be related to the
movement amplitude at that region. For nodes located far
from the glottal exit, high-frequency components found in
the longitudinal movements are no more insignificant in
comparison with the movements in all other axes.

Additionally, an analysis of Fig. 11 reveals that the
phase difference in the horizontal movement of the vocal
folds are close to zero. This result is also found in Gunter
~2003!. The movement amplitudes of nodes 362 and 365

confirm that the main tissue displacements occur in the cen-
tral portion of the vocal folds, which is caused by the pres-
sure drop magnitude at this region.

Figure 12 shows that the movement of different points
of vocal folds can present significant vertical phase differ-
ence in their movements. Concurrently with Fig. 11, move-
ments in theY direction are almost in-phase for the nodes
245, 365, and 405. Figure 12 clearly shows approximately
90° phase difference between nodes 245 and 405 in theZ
direction. It is interesting to note that node 245 presents a
curve whose its rise time is shorter than its fall time in theY
direction. This characterize the wavy behavior of the surface
of vocal folds found in laryngoscope videos. These phenom-
ena happen because node 245 is influenced by two concur-
rent forces: an aerodynamic force that always pushes it up-
ward and a tissue force that is caused by the movements of
nodes like 365 and 405. Therefore, the location where the
vertical phase difference is a nonlinear function of mechani-
cal and geometric properties of the laryngeal tissues and
aerodynamic forces produced in phonation.

Considering the movement extension, the cover tissue of
nodes at glottal exit~like node 405! suffers more compres-
sion and expansion then other laryngeal tissues. Gunter
~2003! reports that collision forces acting at this node can be
responsible for damages in tissue structures. The present re-

FIG. 10. Displacement of the nodes~a! 365 and~b! 405 along the three Cartesian axes.

FIG. 11. Displacement of the nodes 362 and 365 along~a! Y and ~b! Z directions.
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sults indicate that the large movements of glottal exit nodes
can be a source of alterations in larynx tissues. It is important
to consider that in phonatory conditions where both vocal
folds barely reach each other, like in high-pitch voices, it is
not the collision forces that are the cause for tissue damages
~specially the superficial tissue layer of lamina propria! but
the extreme nodal displacements as a consequence of high
longitudinal and transverse stretch and aerodynamic forces.

In several larynx simulations, an additional phenomenon
is observed: an incomplete glottal closure. Two spaces, lo-
cated at both anterior and ‘‘posterior’’ comissures, are
formed during the ‘‘glottal closure’’ time interval. These
spaces are pointed by arrows in Fig. 13. These openings
happen due to the incapacity of the aerodynamic forces to
displace the laryngeal tissue located there during the phona-
tion. Section III A shows that the air pressure applied over
the larynx tissues is not constant and the main aerodynamic
force is exerted over the central portion of the true vocal
folds. Therefore, parts of these structures move first, bringing
along comissure tissues. But this continuum effect is not
enough to close the whole glottis. It is important to empha-
size that the term ‘‘posterior’’ comissure refers to the point
where both arythenoid cartilages meet each other during the
phonatory process. By the fact that the present model is not
representing all details—geometric and mechanical—of the
larynx structures, careful consideration should be taken in
order to analyze the presence of air leakage at ‘‘posterior’’
comissure.

Pelorsonet al. ~1994! considered such an incomplete

closure in their model and mentioned that more realistic
voices, from a perceptual view, are obtained when such air-
flow leakage is taken into account. As shown, the three-
dimensional model presented here is able to reproduce such
phenomena.

IV. CONCLUSIONS

This work presents the simulation of three-dimensional
larynx models using the finite-element method as the main
mathematical framework. The simulated models include
false vocal folds and laryngeal ventricles which are first in-
troduced in numeric simulation of larynx. The results show
that these laryngeal structures affect the pressure distribution
along the glottal walls and therefore modify the final glottal
waveform.

The airflow velocities and pressures are obtained by nu-
merically solving Navier–Stokes equations at each time step
after the airflow mesh update. Mathematical strategies are
used to speed up and control the convergence of the iterative
methods employed to solve the sets of nonlinear equations.
Different from Guo and Scherer~1993! and following Ish-
izaka and Flanagan~1972!, the airflow is excited by a pres-
sure drop.

Linear models describe the laryngeal tissues as Alipour
et al. ~2000!. However, the collision between both true vocal
folds during the glottal closure is modeled by calculating the
surface forces that avoid the interpenetration between both
tissues. This is the first time that this mathematical method is

FIG. 12. Displacement of the nodes 245, 365, and 405 along~a! Y and ~b! Z directions.

FIG. 13. Incomplete closure of the lar-
ynx: ~a! at the ‘‘posterior’’ comissure
and~b! at both the~1! anterior and~2!
‘‘posterior’’ comissures.
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incorporated in whole larynx simulation under phonatory
conditions although it is currently employed in mechanic
computation.

The larynx meshes~both airflow and laryngeal tissues!
are constructed by using hyper-ellipes. This method allows
researchers to reconstruct larynx models in straightforward
manner and reproduce the presented results. More realistic
geometries can be obtained by manual manipulation of the
larynx nodes or by automatic scanning of MRI images along
with sophisticated automatic mesh generators.

Horizontal and vertical phase difference in the glottal
tissue movements are captured by the larynx model and
physically they are caused by the nonlinear air pressure dis-
tribution along the laryngeal surfaces and the viscoelastic
constitution of the larynx tissues~specially in the glottal cav-
ity!.

Incomplete glottal closure during phonation are ob-
served in some simulations, around anterior and posterior
comissures. This phenomena is more evident in larynx with
large glottal areas and/or with stiffer tissues. Pelorsonet al.
~1994! state that airflow escapes during phonation make the
voice signal more perceptually realistic.

The lung pressure to fundamental frequency ratios ob-
tained in the simulations with the present model are quite
similar to the ones presented by Ishizaka and Flanagan
~1972!. However, the results show that these ratios are de-
pendent on viscoelastic properties of the laryngeal tissues.

Statically the airflow for the three most significant laryn-
geal profiles are solved and the nonlinear behavior of the
pressure distribution formed over the larynx walls justifies
the vocal fold movements. The volume velocities are lower
than the ones presented by Guo and Scherer~1993! due to
the three-dimensional aspect of the larynx models presented
here. In addition to the transversal funneling of the airflow
along the larynx, there is another airflow funneling in sagittal
plane. It is caused by the finite aspect of true three-
dimensional larynxes and glottis shape which gets narrower
in the direction of both comissures.

The next steps in larynx simulations require some model
improvements. Larynx airflow and tissue meshes with higher
numbers of nodes have to be used in order increase the ac-
curacy of simulations although the inherit computational
power expenses.

Additionally, sophisticated models to describe the vis-
coelastic nature of the larynx tissues should be studied, with
special emphasis to their fibrous aspect. We believe that this
is a key study that will bring more realistic results to the
larynx simulations.

Another important aspect to improve the present model
is to incorporate the airflow unsteady aspect into Navier–
Stokes equations. The airflow mesh deforming also has to be
put into the final partial differential equations in order to
correctly compute the airflow velocities and pressures along
the larynx. Work is ongoing to incorporate this missing aero-
dynamic aspect into the simulation model.
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The phonatory excitation signal is the acoustic signal that is generated at the glottis by the vibrating
vocal folds and pulsatile airflow. A shaping function model is a nonlinear memoryless input–output
characteristic that transforms a simple harmonic into the desired output. The model can be fitted
linearly to observed or simulated template cycles. The instantaneous values of the excitation cycle
centroid, amplitude as well as length, and the cues for phonatory identity are set via distinct
parameters. The synthetic phonatory excitation signal is zero on average, as well as identically zero
when the glottal airflow rate is constant. ©2003 Acoustical Society of America.
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I. INTRODUCTION

The purpose of the article is the presentation of a model
of the phonatory excitation signal. The phonatory excitation
or glottal source signal is the acoustic signal that is generated
by the vibrating glottis and pulsatile glottal airflow. The
model is based on a nonlinear memoryless input–output
characteristic that transforms a cosine function into the syn-
thetic glottal source signal. The memoryless input–output
characteristic is a truncated power series that is called a shap-
ing or distortion function~Hartmann, 1997!.

The spectral centroid, which is a cue of the brightness of
a sound, is used to discuss the shape of the glottal source
signal ~Van Son and Van Santen, 1997; Harrington and
Cassidy, 1999!. Here, the spectral centroid is the ratio of the
weighted and unweighted averages of the amplitudes of the
harmonics. The weights are the orders of the harmonics.

The most popular models of the phonatory excitation
signal, which are not unit pulses, are the Liljencrants–Fant
and Klatt models~Fant et al., 1985; Klatt and Klatt, 1990!.
These consist of curves whose parameters are chosen to de-
scribe simulated or observed phonatory cycles. The primitive
of the Klatt model is used later in the text as a template of
the glottal flow rate pulse. The properties of the
Liljencrants–Fant model are discussed hereafter.

The Liljencrants–Fant model consists of the concatena-
tion of an exponentially increasing sinusoid and a decaying
natural exponential that simulates the so-called return phase.
The model variable is time and the number of parameters is
five, including the total cycle length.

Problems that must be solved when analyzing or synthe-
sizing phonatory excitation signals by means of such a model
are the following. First, the five model parameters are not
independent. The reasons are that the phonatory excitation
signal is an acoustic signal that must be zero on average as
well as identically zero when the glottal flow rate is constant
and the glottis immobile. Consequently, when one model pa-
rameter is changed deliberately to generate dynamic prosodic
or phonatory quality cues, the values of the remaining pa-

rameters must be recalculated heuristically~Fant et al.,
1994!.

Second, the model must be fitted to observed phonatory
cycles by nonlinear constrained optimization~Strik, 1998!.

Third, the interpretation of some of the parameters of the
model is not obvious. Also, the distinction between param-
eters that generate prosodic and phonatory quality cues on
the one hand and phonatory identity cues on the other is lost
because the parameters are interdependent.

Fourth, the signal phase is not a model parameter. This
may be a problem because the instantaneous angular fre-
quency, which is the derivative with respect to time of the
signal phase, is the physical quantity that is sufficient for
describing changing cycle lengths~Schoentgen, 2001!. When
the total cycle length is used as a model parameter in place of
the instantaneous length, any updates of the cycle length
must be synchronized with the onsets or offsets of the exci-
tation cycles. This synchrony has no physiological basis and
adds programming overhead, needed to monitor the excita-
tion cycles so as to update the model parameters once per
cycle ~Lalwani and Childers, 1991!.

To conclude, connected-curve models may be difficult to
fit to observed cycles and they do not enable the instanta-
neous values of the spectral centroid, cycle frequency, or
cycle amplitude to be set directly. It is therefore proposed to
simulate the phonatory excitation signal by means of shaping
functions. These are truncated power series that transform a
trigonometric function into the desired output.

The motivation for the proposal lies in the following
desirable properties of such a model. First, the shaping
model can be linearly fitted to observed or simulated tem-
plate cycles. The fit is algorithmic and constraint-free. Sec-
ond, the instantaneous phonatory frequency is set by a single
parameter. A change in the instantaneous frequency of pho-
nation leaves the values of the amplitude and spectral cen-
troid of the cycle unaffected. Third, the value of the spectral
centroid depends on a single parameter, which leaves the
phonatory frequency unaffected. Fourth, the cycle amplitude
is set by a linear scaling parameter. Fifth, the parameters of
the model fall into two categories, that is, those that set thea!Electronic mail: jschoent@ulb.ac.be
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instantaneous values of the amplitude, spectral centroid and
phonatory frequency on the one hand, and the power series
coefficients that fix the default cycle shape on the other.
Sixth, the excitation cycle is zero on average, as well as
identically zero when the glottal airflow rate is constant.

In an earlier article, we have shown that shaping func-
tion ~1! is a building block for a nonlinear model of the
glottal airflow rate~Schoentgen, 1990!. SymbolM is the or-
der of the power series, the constantsci are the power series
coefficients, andn is the time index:

se~n!5c01c1x~n!1c2x2~n!1¯1cMxM~n!. ~1!

The reason for the presence of nonlinear terms in ex-
pression~1! is that the dynamics of the vibration of the vocal
folds is nonlinear and the reason for the omission of any
delayed samples is that the length of the vibrating glottis is
small compared to a typical speech wavelength. This model
has the first five desired properties that are listed above. The
sixth property takes into account that the glottal source signal
is an acoustic signal. The purpose of this article is to show
how building block~1! must be transformed so as to satisfy
the sixth property automatically, while keeping intact the de-
sirable properties of the earlier model.

II. MODELS

A. Shaping function models of cyclic signals

The requirement that the model should comprise the sig-
nal phase as a parameter suggests equating driving function
x(n) with cos@u(n)#. This turns power series~1! into a model
for even signals, because the powers of a cosine function are
even, i.e., symmetric about the origin of the time axis. When
the Fourier series coefficientsai of the signal exist, the
power series coefficientsci can be obtained via the following
system of equations~Schoentgen, 1990! ~symbol Me is a
constant square matrix withM11 rows,M is the number of
harmonics!:

S a0

a1

a2

a3

...
aM

D 5MeS c0

c1/2
c2/4
c3/8
...

CM/2M

D . ~2!

An odd function is antisymmetric about the origin of the
time axis. An odd signal,s0 , can nevertheless be expanded
into powers of cosines by observing that the ratio of an odd
function and a sine function is even:

s0~n!

sin@u~n!#
5d01d1x~n!1d2x2~n!1¯1dMxM~n!. ~3!

When the Fourier series coefficientsbi exist, the power
series coefficientsdi are obtained via the following system of
equations~Schoentgen, 1990! ~symbol M0 is a constant
square matrix withM11 rows!:

S b1

b2

b3

b4

...
bM11

D 5M0S d0/2
d1/4
d2/8
d3/16

...
dM/2M11

D . ~4!

The coefficients of matricesMe andM0 can be read off
from a Pascal arithmetical triangle. The nonzero constants in
matrix Me are indeed identical to the coefficients of a Pascal
triangle that is positioned such that its bisector is identical
with the first row of the matrix. The nonzero constants in
matrix M0 are identical to the differences of two neighboring
coefficients in a Pascal triangle~Schoentgen, 1990!:

Me51
1 0 2 0 6 0 20 ...

0 1 0 3 0 10 0 ...

0 0 1 0 4 0 15 ...

0 0 0 1 0 5 0 ...

0 0 0 0 1 0 6 ...

0 0 0 0 0 1 0 ...

0 0 0 0 0 0 1 ...

... ... ... ... ... ... ... ...

2 ,

M051
1 0 1 0 2 0 5 ...

0 1 0 2 0 5 0 ...

0 0 1 0 3 0 9 ...

0 0 0 1 0 4 0 ...

0 0 0 0 1 0 5 ...

0 0 0 0 0 1 0 ...

0 0 0 0 0 0 1 ...

... ... ... ... ... ... ... ...

2 .

A signal that is neither even nor odd can be represented
by a combination of shaping functions~1! and ~3!. The rea-
son is that an arbitrary one-variable function can be decom-
posed into the sum of an even and an odd function. The
expansion of a signal by its Fourier series is based on that
property~Boyd, 2001!. A Fourier series indeed decomposes a
signal into its even component~the sum of cosines! and odd
component~the sum of sines!. Consequently, an arbitrary
signal whose Fourier series coefficients are known can be
expanded into a sum~5! of two power series~1! and~3!. The
coefficients of the power series are given by relations~2! and
~4!, which link the coefficients of shaping function~1! to the
coefficients of the even sum of cosines and the coefficients of
shaping function~3! to the coefficients of the odd sum of
sines,

s~n!5se~n!1s0~n!

5(
i 50

M

ci cosi@u~n!#1sin@u~n!#(
i 50

M

di cosi@u~n!#. ~5!
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When the aim is the generation rather than the expansion
of signals, model~5! may be turned into a more versatile
model ~6! by inserting a cosine function with arbitrary am-
plitude A, as well as a linear scaling parameterG:

s~n!5GH (
i 50

M

ciA
i cosi @u~n!#

1A sin@u~n!#(
i 50

M

diA
i cosi @u~n!#J . ~6!

B. Input–output relations

Model ~6! generates cycles whose instantaneous ampli-
tudes, frequencies, and spectral centroids can be chosen. The
instantaneous frequency of an output cycle is the instanta-
neous frequency of the driving cosine and the cycle ampli-
tude is scaled by linear gainG. The cycle shape depends on
amplitudeA of the driving cosine and on polynomial coeffi-
cients ci and di . The latter depend on the Fourier series
coefficients of a template cycle via matrix relations~2! and
~4!.

The values of the Fourier coefficients depend on the
time origin of the template cycle. Equations~7! give the
Fourier series coefficients of a cycle that has been time-
shifted. Pair~a,b! is the coefficients of a template cycle and
pair (a8,b8) is the coefficients of the same cycle that has
been shifted by timet0 . SymbolF052pt0 /T is the corre-
sponding phase shift whenT is the cycle length:

an85an cos~nF0!1bn sin~nF0!,
~7!

bn85bn cos~nF0!2an sin~nF0!.

Matrix relations~8! give the Fourier series coefficients
(a8,b8) of the model output for all possible template cycle
origins and driving amplitudes as a function of the Fourier
series coefficients~a,b! of the template cycle. Matrix rela-
tions ~8! are obtained as follows. First, relations~7! are re-
written under matrix form. Second, matrix relations~2! and
~4! are rewritten taking into account that coefficientsci are
replaced byciA

i and coefficientsdi by diA
i 11 when model

~6! is driven by a cosine whose amplitudeA is arbitrary.
Third, original relations~2! and ~4! are inverted to replace
polynomial coefficients~c,d! by Fourier coefficients~a,b! of
the template cycle. Triangular matrixesMe and Mo are in-
vertible because the product of the elements of the main
diagonal is equal to unity. MatrixMe is replaced by matrix
Me,* , from which the first row and column have been re-
moved, because in relations~7! the odd Fourier series coef-
ficients do not involve even coefficienta0 :

F a08

a18

a28

...
aM8

G5F 1 0 0 ... 0

0 cosF0 0 ... 0

0 0 cos 2F0 ... 0

... ... ... ... ...

0 0 0 ... cosMF0

G
3MeF 1 0 0 ... ...

0 A 0 ... ...

0 0 A2 ... ...

0 0 0 ... ...

... ... ... ... AM

GMe
21F a0

a1

a2

...
aM

G
1F sinF0 0 0 ... 0

0 sin 2F0 0 ... 0

0 0 sin 3F0 ... 0

... ... ... ... ...

0 0 0 ... sinMF0

G
3MoF A 0 0 ... 0

0 A2 0 ... 0

0 0 A3 ... 0

... ... ... ... 0

0 0 0 ... AM

GMo
21F b1

b2

b3

...
bM

G ,

~8!

F b18

b28

b38

...
bM8

G5F cosF0 0 0 ... 0

0 cos 2F0 0 ... 0

0 0 cos 3F0 ... 0

... ... ... ... ...

0 0 0 ... cosMF0

G
3MoF A 0 0 ... 0

0 A2 0 ... 0

0 0 A3 ... 0

... ... ... ... ...

0 0 0 ... AM

GMo
21F b1

b2

b3

...
bM

G
2F sinF0 0 0 ... 0

0 sin 2F0 0 ... 0

0 0 sin 3F0 ... 0

... ... ... ... ...

0 0 0 ... sinMF0

G
3Me,*F A 0 0 ... ...

0 A2 0 ... ...

0 0 A3 ... ...

0 0 0 ... ...

... ... ... ... AM

GMe,*
21F a1

a2

a3

...
aM

G .

By inspection, one may infer from relations~8! the fol-
lowing. First, when phaseF050 and driving amplitudeA
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51, coefficientsai8 and bi8 are equal toai and bi . That is,
model ~6! outputs the template cycle shape.

Second, when phaseF0Þ0 and driving amplitudeA
51, relations~8! are identical with relations~7! in matrix
form. That is, model~6! outputs the template cycle shifted by
time t0 .

Third, when driving amplitudeA,1, powersAi become
negligibly small when exponenti>k, where thresholdk de-
pends on the value of driving amplitudeA. Consequently,
rowsk to M of the diagonal matrices that involve the powers
of A are nearly zero. Further, matricesMe andMo as well as
Me

21 andMo
21 are triangular. The Fourier series coefficients

ai8 and bi8 of order k to M are therefore omitted from the
output. That is, model~6! outputs a cycle shape whose spec-
tral centroid decreases with driving amplitudeA.

Fourth, when phaseF0Þ0 and driving amplitudeA
,1, the previous property as well as the property preceding
the previous one are involved. That is, the output of model
~6! is time-shifted and the spectral centroid decreases withA
as before.

C. Shaping function models of the glottal source
signal

A property of model~6! is that the average of an output
cycle is different from zero when the value of the driving
amplitude is different from unity. This is the case even when
the average of the template cycle is zero. This is shown by
approximation~9! of model ~6!, which is valid when ampli-
tude A'0. Output~9! is incompatible with the observation
that acoustic waves do not implicate a net change of atmo-
spheric pressure:

s~n!'G$c01c1A cos@u~n!#1d0A sin@u~n!#%. ~9!

This section shows how to transform model~6! so as to
force the model output to be zero on average, as well as
identically zero when the glottal airflow rate is constant. In
the framework of glottal source signal analysis and synthesis,
many authors use the terms flow rate or volume velocity
interchangeably because these are hypothesized to have the
same form, which is a pulse that is skewed to the right of the
time axis~Childers, 2000!. In this article, the term flow rate
is preferred. Several models of the flow rate or volume ve-
locity signal exist~Rosenberg, 1971; Fantet al., 1985; Klatt
and Klatt, 1990!.

Generally speaking, the shape of the phonatory excita-
tion signal is heuristically predicted by the derivative with
respect to time of the flow rate or volume velocity~Fant,
1997; Stevens, 1998; Childers, 2000!. This would imply that
the amplitude of the phonatory excitation evolves propor-
tionally to the instantaneous phonatory frequency. The rea-
son is that the derivative with respect to time of a cyclic
signal is proportional to the instantaneous frequency of the
signal.

However, extant models enable the cycle length as well
as the amplitude of the negative-going peak of the glottal
excitation signal to be set independently~Fant et al., 1985;
Klatt and Klatt, 1990!. Published data indeed confirm that
phonatory frequency and amplitude of the negative-going
peak do not evolve proportionally. Since the negative-going

peak co-determines the sound pressure level, these data can
be corroborated indirectly by inspecting phonetograms,
which display a speaker’s sound pressure level and phona-
tory frequency~Gauffin and Sundberg, 1989!.

Possible explanations for the lack of proportionality be-
tween phonatory frequency and peak amplitude are that the
latter depends on phonatory frequency as well as subglottal
pressure. Another reason is that the control of the phonatory
frequency as such does not only involve the frequency of
vibration of the glottal walls, but also the shape of the glottal
space that co-determines the pulse shape of the glottal flow
rate and therefore the pulse amplitude of the phonatory ex-
citation ~Gauffin and Sundberg, 1989; Titze, 1989!.

In the framework of speech synthesis, instantaneous fre-
quency and amplitude of the phonatory excitation signal
must therefore be controlled independently to simulate real
speech. A strictly proportional evolution of instantaneous fre-
quency and amplitude would consequently be perceived as a
nuisance by the experimenter. The undesired dependency of
the signal amplitude on the signal frequency can be avoided
in the framework of the shaping function model by replacing
the derivative of model~6! with respect to time by a deriva-
tive, s8(n), with respect to phase:

s8~n!5GH 2A sin@u~n!#(
i 51

M

ciA
i 21i cosi 21 @u~n!#

1(
i 50

M

diA
i 11 cosi 11 @u~n!#

2A2 sin2 @u~n!#(
i 51

M

diA
i 21i cosi 21 @u~n!#J .

~10!

Coefficientsci anddi of model~10! are the coefficients
of model~6! of the template flow rate. Properties that are not
shared by models~6! and ~10! are the following. First, pho-
natory excitation~10! is identically zero when the template
flow rate is constant. The reason is that model~10! is a
model of the derivative of a model of the glottal flow rate.
Second, the average of a cycle of phonatory excitation~10! is
zero because model~10! involves the derivative of a tem-
plate whose initial and final samples are identical owing to
cyclicity. Third, output~10! is a sinusoidal function when the
driving amplitude is small, and zero when the driving ampli-
tude is zero. This is shown by approximation~11! of model
~10!, which is valid when the amplitudeA'0. Model ~10!
therefore possesses the desired properties that are posited in
the introduction section:

s8~n!'G$2c1A sin@u~n!#1d0A cos@u~n!#%. ~11!

III. METHODS

A. Flow rate template

The template cycle of the flow rate is based on a model
proposed by Klatt~Klatt and Klatt, 1990!. The cycle consists
of a zero closed-glottis flow and a polynomialet22 f t3 for
the open-glottis flow. Symbolt is the time variable and con-
stantse and f depend on the desired pulse length and maxi-
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mal flow rate. Subsequently, the flow rate cycle is low-pass
filtered by a second-order linear filter to simulate the gradual
return of the pulse towards zero when the glottis closes. The
sampling frequency of the flow rate template is 20 kHz and
the number of harmonics 45. The cycle origin agrees witht
50 at which time the flow rate is zero. The Fourier sum
coefficients are computed by a conventional method~Duffy,
1997!. Truncation errors should be kept as small as possible
when computing the Fourier series coefficients numerically.
Also, care should be exercised to avoid spurious discontinui-
ties at the beginning and end of the cycle when isolating a
simulated or observed discrete flow rate pulse.

B. Shaping function model of the phonatory excitation
signal

Synthesis of the phonatory excitation consists in insert-
ing the power series coefficientsci and di of the flow rate
template into shaping function~10!, driving the shaping
function by a cosine that has the desired instantaneous fre-
quency and amplitude, and scaling the output via the linear
gain. The sampling frequency is 20 kHz.

To avoid aliasing, the product of the frequency of the
driving cosine times the order of the shaping functions must
be less than half the sampling frequency when the amplitude
and frequency of the driving cosine are constant. For the
same reason, the product of the upper bound of the effective
bandwidth of the driving cosine times the order of the shap-
ing function must be less than half the sampling frequency
when the parameters of the driving cosine are modulated
~Schoentgen, 2003!.

C. Control of the spectral centroid of the phonatory
excitation signal

This section summarizes the properties of the synthetic
output when shaping function model~10! is driven by a co-
sine whose amplitude is different from unity. First, driving
the model by a cosine whose amplitude is different from
unity is an option. When the amplitude is unity, model~10!
outputs cycles the instantaneous frequency of which is iden-
tical to the instantaneous frequency of the driving cosine and
whose shape is the derivative with respect to phase of the
template flow rate. The output amplitude may be controlled
via linear gainG.

Second, the amplitude of the driving cosine must lie in
practice between 0 and11. The reason is that polynomial
shaping functions~1! and ~3! are defined between21 and
11, because the polynomial coefficients are calculated to
restitute the template cycle when the amplitude of the driving
cosine is unity.

Formally, model~6! or ~10! may be driven by a cosine
function whose amplitude exceeds unity. Then the model
outputs synthetic cycle shapes that are extrapolated and that
are only plausible when the excess amplitude is small. The
reason is that the shaping functions involve powersAi of the
driving amplitude. An arbitrarily large increase of the driving
amplitude would therefore enable the spectral centroid of the
cycle shape of model~6! to be increased to its maximum, the
asymptote of which isM. This asymptote is approached

when driving amplitudeA becomes so large that all powers
of A less than the maximum power become negligible.

The spectral centroid of the flow rate or phonatory exci-
tation must, however, be less than (M11)/2 because the
slope of the envelope of the partials must be negative~Mon-
sen and Engebretson, 1977!. The centroid threshold (M
11)/2 corresponds to a spectrum that is flat. This threshold
is reached for driving amplitudes in excess of unity that be-
come smaller when the model order increases. In practice,
the cycle shapes that are outputted by the model become
implausible before this threshold is reached.

Third, Eqs.~8! show that the relation is one-to-one be-
tween the driving amplitude 0<A<1 and the size of the
partials of the output of model~6!. The amplitudes of the
partials decrease monotonically with the driving amplitude
and the decrease is faster the higher the order of the partials.
Consequently, model~11! shows that small driving ampli-
tudes produce outputs whose amplitudes and spectral cen-
troids are small. Models~6! and ~10! of the flow rate and
phonatory excitation therefore belong with the laryngeal vi-
brator to the class of systems that output signals whose spec-
tral centroid values decrease with overall amplitude~Krish-
namurthy and Childers, 1986; Stevens, 1998!. Property~11!
is therefore a desirable feature for simulating vocal onsets
and offsets.

Fourth, when the values for the spectral centroid and
overall signal amplitude must be set independently, the value
of the spectral centroid may be fixed by the amplitude of the
driving cosine and the overall amplitude by the linear gain.
In practice, this scheme may be implemented by pretabulat-
ing for a given model the relations between driving ampli-
tude, spectral centroid, and output amplitude when the linear
gain is equal to unity. During synthesis, linear gain and driv-
ing amplitude may then be selected to obtain the desired
output amplitude and spectral centroid.

IV. RESULTS

Figure 1 is the shape of the Klatt flow rate template.
Figure 2~a! is a phonatory excitation signal that has been
obtained by inserting the power series coefficients of the
template into shaping function~10!. The constant phonatory
frequency is equal to 100 Hz. Figure 2~b! is the same model
with the instantaneous frequency of the driving function
evolving linearly from 150 to 100 Hz in the central 50% of

FIG. 1. Klatt flow rate template that is at the base of the shaping function
model of the phonatory excitation. The vertical axis is in arbitrary units; the
horizontal axis is in number of samples; the sampling frequency is 20 kHz.
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the graph. Finally, Fig. 2~c! is the same model with the am-
plitude of the driving function evolving linearly from 1 to 0.1
in the central 50% of the graph. As predicted by relation~11!,
the shape of the synthetic excitation is nearly sinusoidal
when the amplitude of the driving cosine is small. The pho-
natory frequency is equal to 150 Hz.

V. DISCUSSION AND CONCLUSION

In this article, the template for the flow rate pulse is
based on the Klatt model. In Schoentgen~1990! shaping
function models have been constructed based on observed
glottal source signals that have been numerically integrated
to obtain heuristic flow rate shapes. These models demon-
strate that it is possible to use observed signals as templates.
One drawback is that observed signals are frequently noisy.
A consequence is that the synthetic signals may be perceived
as hoarse when the additive noise has not been removed.

The motivation for the development of the shaping func-
tion model of the phonatory excitation signal is that the
model has desirable properties that are the following. It can
be fitted linearly and noniteratively to observed or simulated

flow rate cycles. The instantaneous frequency of the syn-
thetic phonatory excitation can be varied continuously and
asynchronously. The instantaneous amplitude, frequency, and
spectral centroid of the synthetic excitation, as well as the
shaping function coefficients that encode phonatory identity,
can be set independently. Finally, the synthetic excitation sig-
nal is zero on average and identically zero when the glottal
flow rate is a constant.

These properties are desirable for the following reasons.
First, extant models are fitted via nonlinear constrained opti-
mization. The linear noniterative fit of the shaping function
model precludes the risk, associated with optimization, of
obtaining suboptimal solutions. Second, the continuous con-
trol of the instantaneous frequency of the phonatory excita-
tion cycles omits the a-physiological synchronization of the
updating of the total glottal cycle lengths with the cycle on-
sets or offsets, as well as the concomitant programming over-
head. Third, the built-in property that the cycle is zero on
average and that it is identically zero when the glottal flow
rate is a constant confers to the output cycles the properties
of an acoustic signal for any choice of the model parameters.
In models that are without that property, when one parameter
is changed deliberately to simulate dynamic prosodic or pho-
natory quality cues, all the model parameters are heuristi-
cally recalculated sample by sample or, alternatively, the
condition is relaxed that the numerically simulated speech
signal must be an acoustic signal~Fant et al., 1994; Gerrat
and Kreiman, 2001!.
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Three experiments used the Coordinated Response Measure task to examine the roles that
differences inF0 and differences in vocal-tract length have on the ability to attend to one of two
simultaneous speech signals. The first experiment asked how increases in the naturalF0 difference
between two sentences~originally spoken by the same talker! affected listeners’ ability to attend to
one of the sentences. The second experiment used differences in vocal-tract length, and the third
used bothF0 and vocal-tract length differences. Differences inF0 greater than 2 semitones
produced systematic improvements in performance. Differences in vocal-tract length produced
systematic improvements in performance when the ratio of lengths was 1.08 or greater, particularly
when the shorter vocal tract belonged to the target talker. Neither of these manipulations produced
improvements in performance as great as those produced by a different-sex talker. Systematic
changes in bothF0 and vocal-tract length that simulated an incremental shift in gender produced
substantially larger improvements in performance than did differences inF0 or vocal-tract length
alone. In general, shifting one of two utterances spoken by a female voice towards a male voice
produces a greater improvement in performance than shifting male towards female. The increase in
performance varied with the intonation patterns of individual talkers, being smallest for those talkers
who showed most variability in their intonation patterns between different utterances. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1616924#

PACS numbers: 43.71.Bp, 43.71.Es@PFA# Pages: 2913–2922

I. INTRODUCTION

Over the past 50 years, numerous researchers have stud-
ied the ability of human listeners to extract information from
a target speech signal that is masked by one or more com-
peting talkers @see Ericson and McKinley~1997! and
Bronkhorst~2000! for recent reviews of this literature#. This
‘‘cocktail party’’ listening task is particularly difficult when
the target and masking speech signals are mixed together
into a single channel and then presented monaurally or dioti-
cally over headphones. In this condition, binaural speech
segregation cues, which are typically available in real-world
listening situations, are absent and listeners must rely on
monaural cues to perform the task. Although there is some
evidence that listeners can use differences in the overall lev-
els of the two voices to perform the segregation task~Egan
et al., 1954; Brungart, 2001!, the most powerful monaural
speech segregation cues seem to be related to differences in
the vocal characteristics of the competing talkers~Bregman,
1990; Darwin and Hukin, 2000; Brungart, 2001!. Brungart,
for example, found that phrases spoken by different-sex talk-
ers were substantially easier to segregate than phrases spoken

by same-sex talkers, and that phrases spoken by two different
same-sex talkers were substantially easier to segregate than
two phrases spoken by the same talker.

To this point, however, little is known about the relative
contributions that different voice characteristics make to the
voice segregation process. Differences in the overall long-
term spectra of the competing speech signals do not seem to
have much influence on performance: Festen and Plomp
~1990! found little difference between the intelligibility of a
speech signal masked by speech-shaped noise with the over-
all spectrum of a same-sex talker and the intelligibility of a
speech signal masked by speech-shaped noise with the over-
all spectrum of a different-sex talker.

Two relatively simple physical characteristics can be
manipulated to change the apparent gender of a voice: the
fundamental frequency~F0! range, and the vocal-tract
length. Women’s voices are typically a little under an octave
higher in F0 than men’s, and women’s formant frequencies
are around 16% higher than men’s as a result of male vocal
tracts being longer~Peterson and Barney, 1952!. Voice indi-
viduality is lost if formants are shifted by 8%~Kuwabara and
Takagi, 1991!, but the successful digital transformation of
voice gender normally requires manipulation of bothF0 and
vocal-tract length~Atal and Hanauer, 1971!.

Of these two parameters, only differences in theF0 of
the talkers and differences in the prosodic features of the

a!Electronic mail: cjd@biols.susx.ac.uk
bCurrently at Air Force Research Laboratory, Wright-Patterson Air Force
Base, Ohio.
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competing utterances have been shown to produce some im-
provement in voice segregation~Brokx and Nooteboom,
1982; Scheffers, 1983; Assmann and Summerfield, 1990;
Bird and Darwin, 1998; Darwin and Hukin, 2000!. We know
of no studies that have systematically examined bothF0 and
vocal-tract length while preserving the small temporal and
prosodic variations that normally occur in repeated utter-
ances spoken by the same talker. In this series of experi-
ments, we examine diotic speech segregation when each of
two phrases is spoken by the same talker, similar to the
‘‘same-talker’’ ~TT! condition examined by Brungart~2001!.
However, here the speech signals were electronically modi-
fied to introduce differences inF0 ~experiment 1!, vocal-tract
length~experiment 2!, or bothF0 and vocal-tract length~ex-
periment 3! between the two competing phrases. The results
provide valuable insights into the roles thatF0, vocal-tract
length, and target and masker gender play in two-talker
speech segregation.

II. EXPERIMENT 1: CHANGES IN F0 ONLY

A. Method

The stimuli were derived from the publicly available
Coordinate Response Measure speech corpus~Bolia et al.
2001!. This corpus, which has been used in previous multi-
talker listening experiments~Brungart, 2001; Brungartet al.,
in press!, consists of sentences of the form ‘‘Ready^call
sign& go to ^color& ^number& now’’ spoken with all 32 pos-
sible combinations of four colors~‘‘red,’’ ‘‘blue,’’ ‘‘white,’’
and ‘‘green’’! and eight numbers~1–8!. The present experi-
ments used all eight talkers available in the corpus~four
male, four female!, but only used four of the eight available
call signs~‘‘Arrow,’’ ‘‘Tiger,’’ ‘‘Eagle,’’ and ‘‘Baron’’ !. Thus,
a total of 1024 different sentences~8 talkers34 call signs34
colors38 numbers! were used to produce the stimuli em-
ployed in the experiments

These 1024 sentences were down-sampled from 40 to 20
kHz, and then processed with the PSOLA algorithm
~Moulines and Charpentier, 1990!, as implemented in Macin-
tosh version 3.9.28 of the Praat software package~Boersma
and Weenink, 1996!, to produce six new sets of speech files
with F0 contours shifted by various numbers of semitones.
The sentences spoken by female talkers were shifted by29,
23, 21, 0, 1, or 3 semitones. The sentences spoken by male
talkers were shifted by23, 21, 0, 1, 3, or 9 semitones. The
resulting speech quality was excellent for the range ofF0
shifts that we used in the experiment.

Each stimulus consisted of a diotic mixture of two sen-
tences spoken by the same talker: one sentence~the ‘‘tar-
get’’! contained the call sign ‘‘Baron’’ and a randomly se-
lected color and number; the other sentence~the ‘‘masker’’!
was randomly selected from all of the sentences in the corpus
with a different call sign, color, and number than the target
sentence. TheF0 shifts of the two sentences were selected
from the combinations shown in Table I to produce one of
eight different absoluteF0 differences: 0, 1, 2, 3, 4, 6, 9, or
12 semitones. The masking speech was also scaled to set its
rms power to one of six different signal-to-noise ratios
~SNRs! relative to the rms power of the target speech:26,

23, 0, 13, 16, or 19 dB. Finally, as in previous CRM
experiments, the overall output was randomly roved over a
6-dB range~in 1-dB increments! before a D/A converter
~Tucker-Davis Technologies DD-1! was used to present the
stimulus to the listener through headphones~Sennheiser HD-
540! at a comfortable listening level~60–70 dB SPL!.

The experiment was conducted with the listeners seated
at the CRT of a control computer in a sound-treated listening
room. The listeners’ task in each trial was to identify the
color and number spoken in the target phrase, which was
identified by the presence of the call sign ‘‘Baron.’’ Re-
sponses were made by using the computer mouse to select
the appropriate color–number combination from an array of
32 colored numbers shown on the CRT. Nine paid volunteer
subjects~four male, five female! with normal hearing partici-
pated in the study. All were native English speakers from the
midwestern United States. Each of these listeners completed
ten trials for each of the 384 possible stimulus configurations
of the experiment~8 talkers38 F0 differences36 SNRs!, for
a total of 3840 trials per listener. These trials were completed
in blocks of 192 trials, with separate blocks for the male and
female talkers in the corpus, and with the trials within each
block randomly balanced to have an equal number of trials
for each value of each of the three independent variables
~talker, F0 difference, and SNR!. Each block took approxi-
mately 10 min to complete and each listener participated in
two to three blocks per day over a 2-week period.

B. Results

1. Overall effects of shift in F0

The overall results averaged across all eight talkers are
shown in Fig. 1. The left panel of the figure shows the prob-
ability of a correct identification of both the color and num-
ber in the target sentence as a function of the signal-to-noise
ratio and the absoluteF0 separation between the two sen-
tences in semitones.

The 0-semitone data represent a stimulus condition that
is very similar to the ‘‘same talker’’~‘‘TT’’ ! condition pre-
sented in Brungart~2001!. The only difference is that the

TABLE I. F0 differences~in semitones! tested in the stimuli of experiment
1. Each pair of sentences in a trial was chosen from the same talker. TheF0
shifts of each talker were selected differently for male and female talkers to
place most of theF0 shift into the range between male and female speech.
Thus, male talkers were generally shifted up more than down, and female
talkers were generally shifted down more than up. Note that, on a given
trial, the target sentence was equally likely to receive the higher or lowerF0
shift.

DF0 ~Semitones!

Male Female

Lower F0 HigherF0 Lower F0 HigherF0

0 0 0 0 0
1 0 11 0 21
2 21 11 11 21
3 0 13 0 23
4 21 13 11 23
6 23 13 13 23
9 0 19 0 29

12 23 19 13 29
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speech in this experiment has been analyzed and resynthe-
sized by the PSOLA algorithm~without introducing any shift
in F0!. This analysis and synthesis did not appear to have
any substantial effects on performance in the CRM task: the
present results are nearly identical to those from the previous
experiment, with performance declining as SNR decreases
from over 90% at19 dB to around 40% at 0 dB and then
leveling out at SNRs less than 0 dB. The results of aposthoc
pairwise comparison test~Fisher LSD! performed on the
arcsine-transformed percentages of correct responses from
the individual subjects confirmed that this plateauing was a
significant effect: the 0-,23-, and26-dB conditions did not
differ significantly at thep,0.05 level, while the 0,13, 16,
and 19 conditions were all significantly different from one
another. The somewhat paradoxical leveling out of perfor-
mance for SNRs less than 0 dB was found in early experi-
ments on speech intelligibility in the presence of a single
competing talker~Eganet al., 1954; Dirks and Bower, 1969!
and, as discussed in Brungart~2001!, is likely due to a dif-
ference in level providing a cue to sound source identity,
which compensates for increased energetic masking.

The new result in this figure is the gradual improvement
in performance that occurred when target and masker sen-
tences were artificially separated inF0 (F1,8545.4, p
,0.0001, averaged over the lowest four SNRs!. This effect
is highlighted in the right panel of Fig. 1, which shows the
probability of a correct color and number response averaged
across the four lowest SNR values~29 to 13 dB! as a func-
tion of the absoluteF0 separation between the two talkers.
~The16- and19-dB values were excluded from the average
since performance was asymptoting, leaving little room for
F0 differences to improve performance.! Although the im-
provement in performance from 0- to 1-semitone separation
was only marginally significant (F1,855.9, p,0.05, aver-
aged over the lowest four SNRs!, increasing the separation to
2 semitones improved performance by 12 percentage points,
and increasing the separation to 12 semitones produced a 24
percentage point improvement in overall performance.

Note that, as theF0 separation was increased, the pla-
teau in performance that occurred in the 0-semitone condi-
tion at SNRs less than 0 dB gradually disappeared. Statistical
support for this observation is provided by the fact that in-
creasing the SNR from26 to 0 dB produced a significant

improvement in performance atF0 separations of 3, 4, 6, 9,
and 12 semitones~post hocFisher LSD test on the arcsine-
transformed individual subject data,p,0.05), but not atF0
separations of 0, 1, or 2 semitones. At separations of 9 or 12
semitones, performance declined monotonically from over
90% at 19 dB SNR to around 65% at26 dB SNR ~left
panel!. A similar result was seen in the earlier Brungart
~2001! study, where performance plateaued at negative SNRs
in the same-talker~TT! and same-sex~TS! masking condi-
tions, but decreased gradually in the different-sex~TD!
masking condition. Thus, the overall shape of the 9- and
12-semitone curves is similar to the TD condition of the
earlier study. However, despite the fact that the meanF0
values of the male and female talkers in the CRM corpus
differ by almost exactly 12 semitones~104 Hz versus 206
Hz!, the maximum improvement in performance afforded by
a 12-semitone shift inF0 ~28% at 0 dB SNR! in this experi-
ment was only half as large as the improvement from the TT
to the TD condition in the earlier experiment. Thus, it is clear
that differences inF0 alone cannot account for the difference
in performance between the same-talker and different-sex
masking conditions of the earlier two-talker study.

The data were also examined to determine what effect
the relative values ofF0 for the target and masker had on
performance. There was no consistent difference between
conditions with a higher-pitched target and those with a
higher-pitched masker. In addition, there was no interaction
between relativeF0 and the sex of the talker.

Nearly all of the incorrect responses in the experiment
consisted of the color and/or number that occurred in the
masker sentence. Only 1.8% of the incorrect responses were
not such intrusions. This result indicates that the perfor-
mance benefits that occurred with separation inF0 were due
to improvements in the listeners’ ability to allocate the colors
and numbers in the stimulus to the appropriate call-signs,
and not due to an increase in their ability to correctly per-
ceive the colors and numbers in the stimulus.

2. Differences between talkers

The overall results conceal considerable variation be-
tween individual talkers. Figure 2 shows the probability of a
correct identification separately for each talker. The data

FIG. 1. The left panel shows the probability of a correct identification of the
number and color in the target sentence as a function of SNR for eight
different separations in semitones of theF0 contours between the target and
the masker sentence. The right panel shows performance averaged across
the lowest four SNRs~26, 23, 0, and 3 dB! as a function of the separation
in F0. The data have been averaged over all eight talkers. The error bars
represent the 95% confidence intervals of the mean.

FIG. 2. Data as in the left panel of Fig. 1 but from individual talkers with
either zero semitones~open circles! or 12 semitones~shaded squares! of
separation inF0 between target and masker sentences. The upper row gives
the results from the four female talkers~1–4! and the lower row from the
four male talkers~5–8!.
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from female talkers are shown in the upper row, with males
in the lower row. As an extreme example of the differences
between talkers, compare talker 5~bottom left! with talker 8
~bottom right!. For talker 5, anF0 separation of 12 semitones
between the target and masker phrases did not improve per-
formance over the condition in which there was noF0 sepa-
ration; performance to his utterances is already very high
with 0-semitone separation. By contrast talker 8’s perfor-
mance is much lower with 0-semitone separation than is
talker 5’s, and improves dramatically when theF0 separation
is increased to 12 semitones.

These striking differences between talkers are at least
partly due to their different intonation patterns. The intona-
tion patterns for talkers 5 and 8 are shown in Fig. 3. Talker 8
~bottom row! spoke all his sentences with a rather flat into-
nation, which varied very little across the different call signs.
Consequently, listeners were not able to use either instanta-
neous differences inF0 or differences in the overall contour
to help them follow the target rather than the masker sen-
tence. Introducing an artificial overall shift inF0 between the
target and masker sentences, however, would have allowed
listeners to useF0 differences in this way. Talker 5, on the
other hand, used large excursions ofF0 in his intonation,
which, although similar for sentences with the same call-
sign, differed substantially between call-signs: in particular,
his intonation for the target call-sign ‘‘Baron’’ is distinctively
different from the others. Even without any artificial shift in
F0, this talker’s speech provided substantialF0 differences
between the target and masker sentences to help a listener in
tracking the target sentence.

We now provide a quantitative test of whether the im-
provement withF0 separation is greater for talkers who
show less initial difference in the originalF0 between the
target and masker sentences. Figure 4 shows a strong inverse
correlation (r 250.93, df57, p,0.001) between the im-
provement between 0 and 12 semitones averaged across
SNR for individual talkers, and the average rms instanta-
neous difference inF0 between target and masker sentences
for that talker. We estimated this rms difference with Praat by
taking 50 random target-masker pairs for each talker, extract-
ing their F0 contours~with 0.01-s intervals between points!,
smoothing these contours with a low-pass 10-Hz filter and
then taking the rms difference in Hz forF0 at each time slice

throughout the sentence pair. Time slices for which either
sentence was silent or voiceless did not contribute to the rms
average. These averages were themselves averaged across
the 50 random sentence pairs to give the data for each talker
plotted in Fig. 4.

C. Discussion

1. Effect of F0 separation

The main effect ofF0 separation is that performance
gradually improves asF0 separation increases, with little im-
provement at 1-semitone separation, and maximum improve-
ment at 12 semitones. It is important to bear in mind that
these nominal semitone separations inF0 have been added to
the existing natural variations between utterances of the
same talker. This natural variation is of the order of 5% to
10% for seven of the eight talkers and is probably respon-
sible for the fact that overall improvement in the 1-semitone
condition was barely detectable. The remaining talker~talker
5! had an unusually large variation inF0 between his target
and masker sentences, and performance remained essentially
unchanged as the separation inF0 varied from 0 to 12 semi-
tones.

FIG. 3. Plots of theF0 contours for two male talkers. The upper row is talker 5, the lower row talker 8. Each plot overlays theF0 contours from all 32
sentences that used a particular call sign. The target call sign~‘‘Baron’’ ! is no. 7. The extractedF0 contours have been smoothed by low-pass filtering at 10
Hz.

FIG. 4. The abscissa shows the rms % difference inF0 between the target
voice and the masking voice for a particular talker condition with no alter-
ation toF0. The ordinate shows the average change in performance for that
talker across all six S/N ratios between anF0 shift of zero and 12 semitones.
The figure shows a strong inverse relationship between the initialF0 differ-
ence between the target voice and the masker voice for a particular talker
and the improvement in performance obtained by imposing a 12-semitone
difference inF0 between the two voices.
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The overall improvement in performance withF0 sepa-
ration of the target and masking sentences that we have
found in this experiment is compatible with previous experi-
ments that have shown that a difference inF0 can help lis-
teners segregate a target sentence from competing speech.

Brokx and Nooteboom~1982! asked their listeners~in
their first experiment! to recall semantically anomalous sen-
tences of fixed syntactic form~‘‘ The town swims now in a
sheep’’ ! that had been resynthesized~through a formant syn-
thesizer after LPC-based formant tracking! on a monotone
F0 contour. The sentences were played against a continuous
background of speech—a short story read by the same
talker—that had also been reduced to a monotone. The
signal-to-noise ratio between the sentences and the back-
ground speech was either 0,25, 210, or 215 dB. Content
word identification~allowing a single phoneme alteration! of
the sentences was measured as a function of theF0 differ-
ence between the sentences and the background speech.
Brokx and Nooteboom found that word identification im-
proved roughly linearly from about 40% to about 60% as the
F0 difference increased from 0 to 3 semitones, but then iden-
tification dropped to about 50% when the separation was 12
semitones.

Two features of our data are different from these results
of Brokx and Nooteboom. First, performance in our experi-
ment barely increases overall between the 0- and 1-semitone
conditions. Second, in our data the 12-semitone condition
gives the best performance; in Brokx and Nooteboom’s it did
not. Both of these differences have similar explanations,
which depend on the natural pitch contours used in our ex-
periment.

In the Brokx and Nooteboom experiment, theF0 con-
tours corresponding to a 0-semitone shift were identical,
whereas in our experiment they had the variation inherent in
natural utterances. As can be seen from the abscissa values in
Fig. 4 the target and masker sentences had an average instan-
taneous difference of between about 5% and 17%, respec-
tively ~about 1 and 3 semitones!, depending on the talker.
These instantaneous differences inF0 prevent the fusion, and
corresponding decrease in intelligibility~Scheffers, 1983;
Assmann and Summerfield, 1989!, that occurs with identical
F0 values. They also provide some differentialF0-contour
information to help a listener to track a particular sound
source over time. A small difference inF0 will thus have
more of an effect on performance with Brokx and Noot-
eboom’s monotone sentences than with ours. The reduction
in performance with a one-octave~12-semitone! F0 separa-
tion in the Brokx and Nooteboom experiment has a similar
explanation. The exact octave relationship between the two
monotone utterances again causes fusion of the two sounds
into a less-intelligible whole. In our experiments the 12-
semitone separation was imposed on top of the natural varia-
tion in F0 and so there was no fusion; moreover, the largeF0
difference between the sentences probably allowed listeners
to track a particular sound source effectively.

Brokx and Nooteboom’s~1982! second experiment used
stimuli whoseF0 contours were more similar to ours. Al-
though the content of the utterances was the same as in their
first experiment, the speech remained natural rather than be-

ing resynthesized by LPC coding, and differentF0 condi-
tions were obtained by the same talker naturally producing
four different types of intonation:~1! normal intonation in
the sameF0 range as was used for the background passage
~averaging about 110 Hz!; ~2! normal intonation at a high
pitch ~averaging about 160 Hz!; ~3! intended monotone at
about 110 Hz; and~4! intended monotone at about 220 Hz.
These four intonation conditions were presented at six differ-
ent SNRs from 0 to215 dB. With normal~rather than mo-
notonous! intonation, performance was considerably better
when theF0 of the target sentences was in a higher range
than the background passage~72%! compared with when it
was in the same range~55%!. However, when the speech
was spoken on a monotone, performance improved very little
on the higherF0.

The F0 separation of the first two conditions of Brokx
and Nooteboom’s second experiment are similar to our 0-
and 9-semitone manipulations. Figure 5 compares the results
from these conditions at various SNRs. The figure also
shows data from the same-talker condition of Brungart
~2001! which was very similar to the present 0-semitone con-
dition, but, like the Brokx and Nooteboom experiments, used
a wide range of SNRs. Although overall performance in our
data is lower~perhaps because of the rhythmic and semantic
similarity between our target and mask utterances!, the im-
provement in correct identifications with a difference inF0 is
similar ~c. 30%! in both experiments.

Larger changes in intelligibility of speech with differ-
ences inF0 have been reported by Bird and Darwin~1998!.
Their listeners had to recall the shorter of two simultaneous
sentences that had been constructed to contain few stop and
fricative consonants~e.g., ‘‘I only moan in the morning’’ !.
The sentences were spoken on a monotone and resynthesized
using LPC or PSOLA to have different monotonousF0 val-
ues. Intelligibility with the lower-quality LPC resynthesis in-

FIG. 5. Comparison of the data from experiment 1 with data from earlier
experiments. Data joined by solid lines are from experiment 2 of Brokx and
Nooteboom~1982! and show the probability of correct recall of content
words from naturally spoken semantically anomalous sentences against a
background of speech from the same talker in the same~solid circles! or
different ~open squares! pitch range. Data joined by dashed lines come from
the same talker condition~solid diamonds! of Brungart~2001! and from the
0- ~solid circles! or 9-semitone~open squares! conditions of experiment 1.
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creased from about 20% correct words to 80% as theF0
difference increased from 0 to 8 semitones. With the higher-
quality PSOLA resynthesis~and a new talker! the change
was a little less~from 35% to 75%! from 0 to 10 semitones.
The rather larger effect of a difference inF0 found in this
experiment compared with our present experiment is prob-
ably due to fusion of the strictly monotone sentences at
0-semitone separation, together with the greater reliance on
F0 to track an individual sentence in the absence of the onset
and offset cues provided by stop and fricative consonants.

III. EXPERIMENT 2: CHANGES IN VOCAL TRACT
LENGTH ONLY

The results of experiment 1 clearly show that artificial
separations in theF0 values of the talkers can produce sub-
stantial performance improvements in a multitalker listening
task. However, even a 12-semitone change inF0 did not
produce as large an improvement in performance as a change
in the sex of the masking talker. Thus, it is clear that differ-
ences inF0 alone cannot account for a listener’s ability to
segregate different-sex talkers. A second experiment was
conducted to examine the effect of another perceptual prop-
erty that listeners may be able to use to segregate different-
sex talkers: the length of the vocal tract.

A. Method

The primary difference between experiments 2 and 1 is
that theF0 shifts that were examined in the first experiment
were replaced by changes in the vocal-tract lengths of the
target and masking talkers. As was the case with theF0
shifts, these vocal-tract shifts were implemented by process-
ing each of the 1024 sentences in the CRM corpus with the
Praat software package. The apparent vocal-tract length of
each talker was changed by a factor ofvt for each utterance
by ~1! multiplying F0 by vt and duration by 1/vt ~using
PSOLA!, ~2! resampling at the original sampling frequency
multiplied by vt, and then~3! playing the samples at the
original sampling frequency. The end effect of this manipu-
lation was to maintain the same duration andF0 of the origi-
nal utterance but to scale the spectral envelope byvt. Scal-
ing the spectral envelope is not identical to a change in
vocal-tract length since it scales all those factors that are
responsible for the spectral envelope. These factors include
for example the spectral envelope characteristics of the voice
source~such as spectral tilt! as well as the vocal-tract transfer
function. However, the vocal-tract resonances are the main
factor responsible for spectral envelope shape, and for sim-
plicity we will refer to the manipulation as a change in vocal-
tract length.

The range of vocal-tract ratios that we used is based on
the average formant-frequency ratio between female and
male voices reported by Peterson and Barney~1952! ~of
around 16%!. Each utterance was processed with the follow-
ing values ofvt: 1.16, 1.08, 1.04, 1.02, 1.0, 0.98, 0.96, 0.92,
0.84. Pairs of utterances from the same original talker were
then selected on each trial to produce one of the nine relative
values ofvt shown in Table II. These relative values were
used in an experiment that was otherwise identical to experi-

ment 1. Lengthening the vocal tract leads to a more male-
sounding voice~though without the usual lower pitch!, short-
ening it to a more female-sounding voice.

Eight of the nine paid volunteer listeners who were used
in the first experiment had also participated in experiment 2.
Four of the listeners were males, and four were females.
Each completed ten trials for each of the 384 possible stimu-
lus configurations of the experiment~8 talkers38 vt
differences36 SNRs!, for a total of 3840 trials. These trials
were completed in blocks of 192 trials, with the trials within
each block randomly balanced to have an equal number of
trials for each value of each of the three independent vari-
ables~talker, vt difference, and SNR!. Each block took ap-
proximately 10 min to complete, and each listener partici-
pated in two to three blocks per day over a 2-week period.

B. Results

The left panel of Fig. 6 shows the probability of a cor-
rect identification of both the color and number of the target
sentence as a function of the signal-to-noise ratio and the
ratio of vocal-tract length changes. The baseline condition
with a vt ratio of 1.0~open circles in Fig. 6! produced results
very similar to those obtained in previous same-talker con-

TABLE II. Vocal-tract length differences tested in the stimuli of experiment
2. Each pair of sentences in a trial was chosen from the same talker. The
scaling values were selected differently for male and female talkers to place
most of the scaled vocal tracts into the range between typical male and
female talkers. Thus, male talkers were generally scaled down more than up,
and female talkers were generally scaled up more than down. Note that, on
a given trial, the target talker was equally likely to receive the higher or
lower vt scaling.

vt Ratio

Male Female

Longer VT Shorter VT Longer VT Shorter VT

1.0 1.0 1.0 1.0 1.0
1.02 1.0 0.98 1.02 1.0
1.04 1.02 0.98 1.02 0.98
1.08 1.04 0.96 1.04 0.96
1.13 1.04 0.92 1.08 0.96
1.16B 1.08 0.92 1.08 0.92
1.16A 1.0 0.84 1.16 1.0
1.38 1.16 0.84 1.16 0.84

FIG. 6. The left panel shows the probability of a correct identification in
experiment 2 of the number and color in the target sentence as a function of
SNR for eight different ratios of vocal-tract length between the two sen-
tences. The ratio is always taken so as to be unity or greater. The right panel
shows performance averaged across the lowest four SNR values~26, 23, 0,
and 3 dB! as a function of thevt ratio. The data have been averaged over all
eight talkers. The error bars represent 95% confidence intervals.
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figurations, with a decrease in performance from19 to 0 dB
SNR and then a plateau in performance at SNR values less
than 0 dB.

The right panel of Fig. 6 shows the percentage of correct
responses as a function ofvt ratio averaged across the lowest
four SNR values tested in the experiment~SNR<13 dB!. At
0-dB SNR, detectable improvement only appeared forvt ra-
tios of 1.13 (p,0.0001) or greater. Changes ofvt ratio of
1.08 or less gave no improvement in performance (F3,21

51.94, p.0.1). For the largestvt ratio ~1.38!, however,
there was a substantial improvement in performance com-
pared to the baseline condition with equal-length vocal
tracts: the percentage of correct responses increased from
about 50% correct to 70% correct. This improvement is com-
parable to that produced by anF0 shift of 9 semitones in
experiment 1 both in the magnitude of the improvement at 0
dB SNR and in the overall shape of the curve~filled squares
in left panel of Fig. 6!.

The results so far have not distinguished between trials
where the target sentence had the shorter or the longer vocal
tract. This distinction is made in Fig. 7, which is similar to
the right panel of Fig. 6, but breaks the results down by the
relative length of the target vocal tract~shaded and black
symbols in each panel! and by the sex of the talker~females
in the left panel, males in the right panel!. The main result
shown in the figure is that performance was consistently
higher in trials where the target talker had a shorter vocal
tract. Indeed, it appears that manipulating thevt ratio had
very little effect on the proportion of correct responses when
the masking talker had the shorter vocal tract. It is interesting
to note that this effect was equally strong for both male and
female talkers. Thus, the performance advantage seen for the
shorter vocal tract does not appear to depend on the initial
vocal-tract length of the talker. This result suggests that lis-
teners may be biased to focus their attention on the talker
with the shorter vocal-tract length when no other cues are
available to segregate the two talkers.

As was the case in the first experiment, talker 5 pro-
duced the best performance in the baseline condition and
showed the least improvement with increasedvt ratio. At 0
dB SNR, there was no improvement in performance between
the 1.0 and 1.34vt ratios with talker 5, compared to an
average improvement of 30 percentage points for the other

seven talkers in the experiment. The large natural variations
in F0 that occurred in the speech from talker 5 probably
provided sufficient segregation such that no additional ben-
efit was gained from changing the vocal-tract length of that
talker.

As in experiment 1, the vast majority of incorrect re-
sponses contained the color and/or number from the masker
sentence. Only 2.7% of the errors were not such intrusions.
The improvements that we see withvt separation are thus
improvements in the listeners’ ability to allocate correctly
perceived colors and numbers to the appropriate call-sign
sentence.

C. Discussion

This experiment asked whether changes in vocal-tract
length between the talkers of the target and masker sentences
could improve performance. The main result of this experi-
ment is that although small changes~8% or less! do not
improve performance, larger changes do. Across the four
lowest SNRs, a change of 13% invt length increases perfor-
mance from about 50% to 55% (p50.001) and a 38%
change increased it further to 67% (p,0.0001).

This result is entirely consistent with previous experi-
ments by Darwin and Hukin~2000!. They found that small
differences in vocal-tract length~<8%! did not help listeners
to allocate a target word to the target carrier sentence, but a
difference of617% helped substantially. It may be the case
that small changes~64%! in vocal-tract length are not effec-
tive in segregation because listeners do not hear them as a
change in the identity of the talker. Kuwabara and Takagi
~1991!, for example, found that an upward or downward shift
of 8% in the first three formant frequencies was sufficient to
reduce individual voice recognition to chance. The smaller,
bi-directional changes that we used may not be sufficient to
change the identity of talker’s voices that were familiar to
our listeners.

D. Interim discussion

These two experiments have identified two factors
which are likely to have contributed to the improvement in
performance found by Brungart~2001! for different sex talk-
ers relative to identical talkers. A difference in talker sex
produces a difference in overallF0 of the target and masker
sentences of a little under an octave and a change in vocal-
tract length of about 16%~Peterson and Barney, 1952!. Ar-
tificially manipulating theF0 and the vocal-tract length sepa-
rately also gave substantial increases in performance.
However, it is unlikely that these two factors alone are en-
tirely responsible for the performance differences originally
found. If we look simply at the data gathered with a SNR of
0 dB, and assume that the effects ofF0 and of vocal-tract
length are additive, then we find that together they provide
less improvement than was found with different-sex talkers.
Specifically, we converted the probability of a correct re-
sponse tod8 values using published tables~Hacker and Rat-
cliff, 1979!, assuming a choice between four orthogonal al-
ternatives~since almost all errors were the color or number
from the masker sentence!. Changing the sex of the talker

FIG. 7. Data as in the right panel of Fig. 6, except the results have been
shown separately for female talkers~left panel! and male talkers~right
panel!, with separate curves representing trials where the target voice had a
shorter vocal tract~open and shaded symbols! or a longer vocal tract~black
symbols! than the masking voice.
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increasesd8 by about 1.91; a change of 12 semitones inF0
increasesd8 by 0.97, and a change in vocal-tract length of
1.16 increasesd8 by 0.46. We can combine these twod8
measures in one of two ways in order to obtain an expected
d8 when both cues are present. Anyd8 scores can be linearly
added if the underlying noise distribution is the same for
both measures, or orthogonally added~as the square root of
the sums of their squares! if the underlying noise distribu-
tions are independent. With each of these ways of combina-
tion there is a shortfall attributable to other voice character-
istics, which is between about 0.48~assuming linear
additivity! and 0.84~assuming orthogonality!. These voice
characteristics may also be at least partly responsible for the
0.67 improvement ind8 that is found in Brungart’s data
~2001! for different talkers of the same sex~TS! compared
with identical talkers~TT!. One of the ways in which talkers
differ is in the timing of their speech, but there may also be
a super-additive effect ofF0 and vocal-tract length differ-
ences, when they are combined in a natural way. The next
experiment examines improvement on the task when bothF0
and vocal-tract length co-vary in a natural way.

IV. EXPERIMENT 3: CHANGE IN BOTH F0 AND VOCAL
TRACT LENGTH

The first two experiments examined the effects that iso-
lated changes inF0 and vocal-tract length have on a listen-
er’s ability to segregate two talkers. However, neither of
these manipulations alone was found to produce the level of
performance that occurs when the target and masking sen-
tences are spoken by different-sex voices that differ both in
F0 and in vocal-tract length. Thus, a third experiment was
conducted that varied bothF0 andvt in concert to simulate
a smooth transition between a same-sex and different-sex
masking voice.

A. Methods

Most of the procedures for the third experiment were the
same as for the first two, but the stimuli consisted of speech
phrases in which both thevt ratio and theF0 frequency were
manipulated at the same time. The particularvt andF0 val-
ues that we used are shown in Tables III and IV. Another
difference with the first two experiments is that here on each
trial listeners heard one message with theF0 and vt un-
changed; these unchanged values are referred to as ‘‘male’’
in Table III and ‘‘female’’ in Table IV. From the original

male voices we generated ‘‘female’’ voices withF0 multi-
plied by 1.7 andvt by 0.84. These values correspond to the
average female/male ratios for the formant andF0 data re-
ported by Peterson and Barney~1952!. Similar, inverse
changes were made to the original female voices to give new
‘‘male’’ voices. Three intermediate voices were then linearly
interpolated between each original voice and its changed
counterpart~which we have arbitrarily labeled as ‘‘quarter-,’’
‘‘half-,’’ and ‘‘almost’’ shifts to the opposite gender in the
table!, and two more extreme values were linearly extrapo-
lated ~the super males and super females of Tables III and
IV !.

The experimental procedure was similar to the first two
experiments. Eight paid volunteer listeners~four male, four
female! participated in experiment 3. All but two had previ-
ously participated in the first two experiments. Each listener
completed ten trials for each of the 336 possible stimulus
configurations of the experiment~8 talkers37 gender
differences36 SNRs!, for a total of 3360 trials. These trials
were completed in blocks of 168 trials, with each block ran-
domly balanced to have an equal number of trials for each
value of each of the three independent variables~talker, gen-
der difference, and SNR!. Each block took approximately 9
min to complete and each listener participated in two to three
blocks per day over a 2-week period.

B. Results and discussion

The results of the experiment are shown separately for
the male and female talkers in the left panels of Figs. 8 and
9. Once again, the results are shown in terms of the percent-
age of correct identifications of the color and number in the
target sentences as a function of the SNR of the stimulus.
The results for the unshifted masking voices~open circles in
the figures! were once again similar to those from previous
experiments, with a rapid decrease in performance from19
to 0 dB SNR, and a plateau in performance at about 45%
correct responses at SNRs less than 0 dB. However, the re-
sults for the gender-shifted sentences show a systematic in-
crease in performance up to a substantially higher level of
performance than that obtained in either of the first two ex-
periments. At a SNR of 0 dB, overall performance improved
approximately 35 percentage points~from 45% to 80%! at
the larger gender shifts tested for both the male and female
talkers. This brought performance up to a level comparable
to that measured with different-sex talkers in the earlier ex-
periment by Brungart~2001!.

TABLE III. F0 ratio ~and equivalent semitone! and vt values used to
modify male voices in experiment 3.

Male original
F0

ratio
Semi
tones vt

Super-male 0.74 25.2 1.08
Male 1.00 0.0 1.00
Quarter-female 1.17 2.7 0.96
Half-female 1.35 5.2 0.92
Almost female 1.53 7.4 0.88
Female 1.70 9.2 0.84
Super-female 2.05 12.4 0.76

TABLE IV. F0 ratio~and equivalent semitone! andvt values used to modify
female voices in experiment 3.

Female original
F0

ratio
Semi
tones vt

Super-male 0.49 212.4 1.24
Male 0.59 29.2 1.16
Almost male 0.66 27.2 1.12
Half-male 0.74 25.2 1.08
Quarter-male 0.85 22.7 1.04
Female 1.00 0.0 1.00
Super-female 1.35 5.2 0.92

2920 J. Acoust. Soc. Am., Vol. 114, No. 5, November 2003 Darwin et al.: F0 and vocal-tract length changes in audtiory attention



The right panels of Figs. 8 and 9 show performance
averaged across the four lowest SNRs tested in the experi-
ment ~26 to 13 dB! as a function of the gender shift intro-
duced between the two talkers in the stimulus. These data are
plotted separately for trials where the target speech was
shifted in gender~shaded and open symbols! and where the
masker was shifted in gender~black symbols!. The data for
both the male and female talkers show that performance was
generally better when the target was shifted in gender than
when the masker was shifted in gender. In part, this may
occur because the listener’s attention is drawn to the unusual
characteristics of the gender-shifted talker. The difference be-
tween the target-shifted and masker-shifted configurations
was largest when the male target talker was female-shifted,
which may reflect the bias in favor of the talker with the
shorter vocal-tract length found in experiment 2. The differ-
ence between the target-shifted and masker-shifted configu-
rations was substantially smaller for the male-shifted female
talkers, which may reflect a conflict between the novelty of
the gender-shifted talker and the bias in favor of the talker
with the shorter vocal tract. Overall, the results suggest that
the performance advantages that occurred with the shorter
vocal tract in experiment 2 represent a relatively weak effect
that only dominates the results when the vocal-tract length is
changed at a fixed value ofF0.

The results of experiment 3 also reveal other asymme-
tries between the effects of the gender shifts for the male and
female talkers. When the voice characteristics of the shifted

voice fell between the normal ranges of male and female
voices, there was generally a more rapid improvement in
performance with gender change for the female talkers than
for the male talkers. This was especially true for the female-
1
4 male condition, which produced performance about 10 per-
centage points higher than the corresponding male-1

4 female
condition ~upward-pointing triangles in the right panels of
the figures!. In both cases, however, nearly 100% of the ben-
efit of separation in gender was achieved in the almost male
or almost female condition, which represent the normally
occurring differences invt and F0 for a male and female
voice ~squares in the right panels of the figures!. A larger
asymmetry between the male and female talkers occurred
when the voice characteristics were shifted outside the nor-
mally occurring range ofvt andF0. Specifically, the perfor-
mance improvement produced by shifting a female voice to a
super-female voice~upside-down triangles in the right panel
of Fig. 9! was nearly three times as large as the performance
improvement produced by shifting a male voice to a super-
male voice~upside-down triangles in the right panel of Fig.
8!. The reason for this differential improvement is seen more
clearly in the left panel of Fig. 8, which shows that perfor-
mance in the super-male condition falls off substantially
more rapidly than performance in any condition except the
unshifted condition as the SNR of the stimulus decreased. It
appears that the listeners had extreme difficulty segregating a
male voice from a super-male voice at low SNRs. At this
point we have no explanation for this result.

To address the question of whether the effects of a shift
in F0 and a shift in vocal-tract length are additive, we pre-
dicted the improvements in performance in the 0 dB SNR
conditions of experiment 3, which varied bothF0 and vocal-
tract length, from the improvements shown for these two
parameters separately in experiments 1 and 2. We assumed
that the two factors were orthogonal and so the square of the
predictedd8 was the sum of the squares of the two predicting
d’s. The results of this analysis in Fig. 10 show that the
factors behave super-additively—predicted values for perfor-
mance when both variables change are, except for 1 point out
of 12, lower than the actual values obtained in experiment 3.
Listeners therefore gain more benefit from a joint change in

FIG. 8. The left panel shows the probability of a correct identification of the
number and color in the target sentence as a function of SNR for the seven
different gender shifts introduced into the male voice in experiment 3~see
Table III!. The right panel shows performance averaged across the lowest
four SNRs~26, 23, 0, and 3 dB! as a function of the gender shift, with
separate curves for trials where the target voice was shifted~open and
shaded symbols! and trials where the masking voice was shifted~black
symbols!. The error bars represent the 95% confidence intervals of the
mean.

FIG. 9. Identical to Fig. 8 except the data are shown for the female talkers
in experiment 3 with the gender shifts outlined in Table IV.

FIG. 10. The actuald8 improvement in experiment 3 at 0 dB SNR when one
voice changes in bothF0 and vocal-tract length versus predictedd8 from
separate changes in either variable in experiments 1 and 2. Published tables
~Hacker and Ratcliff, 1979! were used to convert thed8 values from the
probability of a correct color and number identification in each condition
with the assumption that each response represented a choice between four
orthogonal alternatives. See text for details.
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F0 and vocal-tract length than is predicted from changes to
each of these variables separately.

This super-additive combination ofF0 andvt cues can
explain most, but not all, of the improvement in performance
that occurs when the target and masking speech signals are
spoken by different-sex talkers than when they are spoken by
the same-sex talkers. Brungart~2001! found that listeners
responded correctly in the CRM task approximately 85% of
the time when different-sex competing talkers were pre-
sented at a SNR of 0 dB. However, even in the male–super-
female and female–super-male configurations of experiment
3, where theF0 shift ~105%! was slightly larger than the
averageF0 difference between the male and female talkers
in the corpus~100%! and thevt shift ~24%! was twice as
large as the averagevt shift between the male and female
talkers in the corpus~12%!, the listeners responded correctly
only approximately 80% of the time when the SNR was 0
dB. The 5 percentage point performance difference between
the best condition in experiment 3 and the ‘‘TD’’ condition in
the earlier experiment is presumably the result of other varia-
tions in the voices of the different talkers in the corpus, such
as voice-source characteristics, intonation, and speaking rate.

V. CONCLUSIONS

These three experiments have examined the roles that
differences inF0 and differences in vocal-tract length have
on the segregation of multiple simultaneous speech signals.
The imposedF0 shifts were additional to the natural differ-
ences already present between separate utterances by the
same talker. The major results can be summarized as follows:

~1! Differences inF0 produce systematic improvements in
segregation performance when the difference is 2 semi-
tones or greater, butF0 alone cannot improve perfor-
mance to the level that occurs with different-sex talkers.

~2! Differences in vocal-tract length produce systematic im-
provements in segregation performance when the ratio of
lengths is 1.08 or greater, but differences in vocal-tract
length alone cannot improve performance to the level
that occurs with different-sex talkers. In general, perfor-
mance is better when the shorter vocal tract belongs to
the target talker.

~3! Systematic changes in bothF0 and vocal tract that simu-
late an incremental shift in gender produce substantially
larger improvements in performance than differences in
F0 or vt alone. The combined effect is larger than that
predicted assuming additivity. In general, shifting one of
two utterances from a female voice towards a male voice
produces a greater improvement in performance than
shifting from male towards female.

~4! The intonation patterns of the individual talkers can play
as large a role asF0 or vt in determining overall segre-
gation performance. The natural variations in intonation
in the utterances spoken by talker 5 were so large that no
additional improvement was obtained by introducing ar-
tificial changes in theF0s or vocal-tract lengths of the
competing phrases.
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This study examined the effects of mild-to-moderate sensorineural hearing loss on vowel perception
abilities of young, hearing-impaired~YHI ! adults. Stimuli were presented at a low conversational
level with a flat frequency response~approximately 60 dB SPL!, and in two gain conditions:~a! high
level gain with a flat frequency response~95 dB SPL!, and ~b! frequency-specific gain shaped
according to each listener’s hearing loss~designed to simulate the frequency response provided by
a linear hearing aid to an input signal of 60 dB SPL!. Listeners discriminated changes in the vowels
/( | } # ,/ when F1 or F2 varied, and later categorized the vowels. YHI listeners performed better
in the two gain conditions than in the conversational level condition. Performances in the two gain
conditions were similar, suggesting that upward spread of masking was not seen at these signal
levels for these tasks. Results were compared with those from a group of elderly, hearing-impaired
~EHI! listeners, reported in Coughlin, Kewley-Port, and Humes@J. Acoust. Soc. Am.104, 3597–
3607 ~1998!#. Comparisons revealed no significant differences between the EHI and YHI groups,
suggesting that hearing impairment, not age, is the primary contributor to decreased vowel
perception in these listeners. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1612490#
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I. INTRODUCTION

It is often recognized that on tests of speech perception
the performance of hearing-impaired listeners is poorer than
that of normal-hearing listeners. Because hearing loss is as-
sociated with aging and many studies include older adults,
age is often a confounding factor in studies of speech per-
ception by listeners with sensorineural hearing loss. Informa-
tion regarding the auditory capabilities of young, hearing-
impaired listeners is thus necessary to determine the role that
age may play in speech perception. Specifically, comparison
of young, hearing-impaired and elderly, hearing-impaired lis-
teners may help distinguish among various auditive and cog-
nitive factors involved in speech perception.

The purpose of this paper is to examine the effects of
mild-to-moderate sensorineural hearing loss on two vowel
perception tasks, discrimination and identification. While it
is commonly recognized that elderly listeners may perform
more poorly on auditory tests of speech recognition com-
pared to young listeners, the reasons for differences seen
between groups are not entirely clear. Some researchers ar-
gue that there are a number of cognitive factors associated
with aging that affect test performance~e.g., Era et al.,
1986!, while others argue that the main reasons for differ-
ences between young and elderly listeners are auditive~e.g.,
Nábělek, 1988!. While there is some amount of evidence for
both cognitive and auditive factors affecting elderly listeners’
performance on auditory tests of speech recognition, con-
verging evidence suggests that auditive factors contribute
most to test results, and that age-related cognitive factors
may be involved in a secondary manner~e.g., Jergeret al.,

1991; van Rooij and Plomp, 1992; Humeset al., 1994!. Pre-
vious work in vowel discrimination and identification from
this laboratory, however, did not examine young hearing-
impaired listeners and thus could not separate the age-related
cognitive and auditive factors involved in performance~e.g.,
Coughlinet al., 1998!.

A. Peripheral factors affecting performance on
speech perception tasks

The ‘‘auditive’’ hypothesis argues that general reduction
in auditory sensitivity associated with aging is primarily re-
sponsible for decreased performance of elderly listeners on
tests of speech recognition. Na´bělek ~1988!, for example,
tested listeners with varying age and degree of hearing loss
on vowel identification in quiet, noise~12-talker babble!, and
reverberation. The mean four-frequency~500, 1000, 2000,
and 4000 Hz! average hearing loss produced the highest cor-
relation with vowel identification scores in all listening con-
ditions, suggesting that hearing impairment is likely the most
significant factor related to performance on speech percep-
tion tasks.

Sensorineural hearing impairment may distort supra-
threshold speech in a number of ways, through abnormal
growth of loudness, impaired frequency resolution, and ab-
sence of two-tone suppression effects~Van Tasell et al.,
1982!. Past work has examined the auditory filter character-
istics of various listeners as well as the effect of listening
with such filters on speech perception. Dubno and Dirks
~1989! estimated the auditory filter characteristics for
normal-hearing listeners and listeners with sensorineural
hearing loss. Auditory filter characteristics of the hearing-
impaired listeners were significantly broader than those for
the normal-hearing listeners. Peters and Moore~1992! also

a!Portions of these data were presented at the 1 March 2001 Meeting of the
Central Institute for the Deaf~CID!, St. Louis, MO.

b!Electronic mail: carodavi@indiana.edu
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showed that auditory filter shapes for young and elderly
hearing-impaired listeners were substantially broader than
those for normal-hearing listeners. While filters tend to
broaden with increasing hearing loss, there were no clear
differences found between the filter characteristics of YHI
and EHI listeners. This suggests that when a loss of fre-
quency selectivity occurs, it is associated with an elevation
in absolute threshold. Peters and Moore note, ‘‘Results sug-
gest that presbycusis has similar effects on frequency selec-
tivity to idiopathic sensorineural hearing loss in young sub-
jects, consistent with the idea that both types of hearing loss
are primarily cochlear in origin’’~1992, pp. 263–264!. Thus,
both young and elderly hearing-impaired listeners seem to
have broadened auditory filters that may ‘‘distort’’ acoustic
signals.

B. Cognitive and age factors affecting performance
on speech perception tasks

The argument that cognitive factors affect elderly listen-
ers’ performance on tests of speech recognition relies on the
fact that audiological measures alone cannot account for the
relatively poor performance of EHI listeners on tests of
speech perception. Some researchers suspect changes in cog-
nitive abilities associated with the normal aging process may
be the reason for comparably poor test performance, in ad-
dition to hearing loss~e.g., Hargus and Gordon-Salant,
1995!. Cognitive factors associated with aging, such as
working memory capacity and attentional processes, may
contribute to auditory test performance. While pure-tone
thresholds can often be correlated with results from speech
understanding tests for young listeners, the results from
speech understanding tests may be lower than expected for
older listeners~Era et al., 1986!.

Rakerdet al. ~1996! present clear evidence for the in-
volvement of cognitive processes in speech perception tasks.
They studied the effort required of various listeners, when
listening to speech. Participants memorized lists of digits and
retained them while listening to either speech or speech-
shaped noise. Speech listening was ‘‘abnormally’’ effortful
for both young and elderly hearing-impaired groups; more
digits were forgotten when listening to speech than to
speech-shaped noise, and the gap between the noise and
speech listening performance was significantly greater for
hearing-impaired listeners than for normal-hearing listeners.
The authors argue that the ‘‘cognitive cost’’ of speech under-
standing was thus greater for the YHI and EHI groups than
for the young, normal-hearing~YNH! groups. However, the
‘‘cognitive cost’’ of speech understanding did not seem to be
significantly different between the YHI and EHI listeners.

On the other hand, some studies indicate that cognitive
factors contribute little or nothing to speech recognition per-
formance. In a study of 200 EHI listeners by Jergeret al.
~1991!, degree of hearing loss showed the strongest relation
to speech recognition, while cognitive factors accounted for
a negligible amount of variance in any of four speech audio-
metric scores obtained. Humeset al. ~1994! also argued that
cognitive factors contribute little to the amount of variance
accounted for in speech recognition test results. Hearing loss
was found to be the single largest factor associated with in-

dividual differences in speech recognition performance,
while measures of cognitive function accounted for little or
no additional variance.

Taken together, these studies present mixed results.
Overall, most evidence points to the fact that while cognitive
processes are certainly involved in speech perception tests
~e.g., Rakerdet al., 1996!, cognitive factors contribute little
to the amount of variance accounted for in measures of
speech recognition by persons with hearing impairment~e.g.,
Jerger et al., 1991; van Rooij and Plomp, 1992; Humes
et al., 1994!. A necessary caveat, however, is that some of
these studies employed lower-level psychophysical mea-
sures, some employed measures of connected speech percep-
tion, and some a combination.

C. Studies of vowel perception by hearing-impaired
listeners

Many researchers have examined the effects of senso-
rineural hearing loss on tests of vowel perception. Most stud-
ies have shown that vowel identification abilities may remain
relatively robust in hearing-impaired listeners~e.g., Owens
et al., 1968; Godfrey and Millay, 1980; Dormanet al.,
1985!. Error analyses typically show that the vowels most
often substituted in error are those with first and second for-
mants in close frequency proximity, in terms of F13F2
space.

Van Tasellet al. ~1987!, for example, tested YNH and
YHI listeners on identification of seven synthetic steady-state
vowels. Vowel masking patterns~VMPs! of thresholds for
sinusoidal probes at vowel masker harmonics were also ob-
tained. VMPs of the three hearing-impaired listeners were
characterized by smaller dynamic range, poorer peak resolu-
tion, and poorer preservation of vowel formant structure
compared to the normal-hearing listener tested. However,
these VMP features did not necessarily coincide with inac-
curate vowel recognition for hearing-impaired listeners~lis-
teners achieved 68%, 75%, and 93% correct!. These authors
suggested that a gross estimate of formant frequencies, rather
than detailed spectral resolution, suffices for accurate vowel
identification for some hearing-impaired listeners.

Turner and Henn~1989! also examined the relation be-
tween measures of frequency resolution and vowel recogni-
tion for normal-hearing listeners and listeners with moderate
sensorineural hearing loss. Input filter patterns at six test fre-
quencies were obtained from the listeners. Using each listen-
er’s measured filter characteristics, an ‘‘internal spectrum’’
for each test vowel was calculated. The input filter patterns
were then used to correlate frequency resolution and vowel
recognition. On the vowel identification task, the normal-
hearing listeners achieved 95% and 97% correct, while the
hearing-impaired listeners achieved 60%–83% correct iden-
tification. Correlational analyses demonstrated a relation be-
tween impaired frequency resolution and vowel recognition
(r 50.67, p,0.01), suggesting that measures of frequency
resolution and the acoustic spectra of vowel stimuli may be
useful in predicting vowel recognition performance.

In sum, past work has shown that though broadened au-
ditory filters associated with hearing loss may introduce sig-
nal distortion, vowel perception by hearing-impaired listen-
ers may be relatively robust compared to other speech
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sounds. That is not to say that vowel perception is necessar-
ily normal for listeners with sensorineural hearing loss, how-
ever. Discrepancies do exist between the vowel perception
abilities of normal-hearing and hearing-impaired listeners.
While vowel identification may seem normal for some vow-
els in some listening conditions, perception of closely spaced
vowels may be adversely affected by hearing loss. Further,
measures of other psychophysical abilities of YHI listeners
for vowel discrimination and identification are lacking.

D. Previous work

This study represents a continuation of research exam-
ining the basic speech perception abilities of normal-hearing
and hearing-impaired listeners. It is an extension of the ear-
lier work of Kewley-Port and Watson~1994!, which exam-
ined formant frequency discrimination for isolated vowels in
young normal-hearing listeners, and Coughlinet al. ~1998!,
which investigated the relation between vowel discrimina-
tion and identification abilities of young normal-hearing, eld-
erly normal-hearing~ENH!, and elderly hearing-impaired lis-
teners.

Kewley-Port and Watson~1994! established vowel for-
mant ~F1 and F2! frequency discrimination thresholds for
well-trained, young normal-hearing listeners under condi-
tions of minimal uncertainty. They showed that thresholds
for formant frequency are best described as a piecewise-
linear function of frequency, which is about 14 Hz in the F1
frequency region~,800 Hz! and increases linearly in the F2
region. This study, together with Kewley-Port~2001!, re-
vealed some of the effects that training, psychophysical
methods, and level of stimulus uncertainty may have on ob-
taining reliable estimates of the resolution and discrimination
capabilities of the auditory system. This research can serve
as a baseline of optimal vowel perception abilities in normal-
hearing listeners to determine the detrimental effects of hear-
ing impairment.

As a first step in examining the effects of hearing im-
pairment on vowel perception tasks, Coughlinet al. ~1998!
studied three groups: YNH, ENH, and EHI listeners. Results
from vowel F1 and F2 discrimination and identification tasks
suggested that hearing impairment and age contributed to
decreased vowel perception performance in the EHI group.
While these and other studies have confirmed the basic
vowel formant frequency discrimination capabilities of
normal-hearing listeners, and some of the effects of hearing
impairment on vowel perception, few have examined perfor-
mance ofyoung hearing-impairedlisteners on such tasks.
The addition of a group of YHI listeners will help resolve
issues surrounding the impact of age and hearing impairment
on vowel perception, which have been confounded in past
studies. If significant age-related differences are found be-
tween EHI and YHI listeners when audibility is similar, then
the cognitive factors involved in vowel discrimination and
identification should be examined in greater detail. However,
it may be possible that there are only minimal differences
between EHI and YHI listeners when tested on vowel per-
ception in conditions of similar audibility.

II. EXPERIMENT 1: DISCRIMINATION OF VOWEL
STIMULI UNDER DIFFERENT LISTENING CONDITIONS

A. Purpose

The purpose of this experiment was to examine the ef-
fects of mild-to-moderate sloping sensorineural hearing loss
on vowel formant frequency discrimination for a group of
young, hearing-impaired listeners. A group of well-trained
YHI adults was tested in order to establish thresholds for
discrimination of vowel qualities represented in the first and
second formant frequencies, in three listening conditions re-
ferred to here as Soft, Loud, and Gain. These three condi-
tions were designed to simulate everyday listening condi-
tions from low to amplified levels.

The Soft condition simulated an average conversational
level. It was intended that under this condition vowels would
be at least partially audible~i.e., not completely inaudible! at
a typical conversational level. The aim of this Soft condition
was to simulate a real-world listening level while at the same
time ensuring some audibility so that the task could be per-
formed. The second listening condition, Loud, simulated a
more audible level for the speech using a flat gain for a
presentation level of 95 dB SPL. The third condition, Gain,
was included to address concerns raised in previous research
with speech perception by hearing-impaired listeners; spe-
cifically, that a high level flat gain might degrade frequency
resolution, possibly through the upward spread of masking
~cf. Dubno and Dirks, 1989; Florentineet al., 1980; Klein
et al., 1990; Summers and Leek, 1997!. This Gain listening
condition simulated the frequency response provided by a
linear gain hearing aid based on a 60-dB signal presentation.
Thus, all listeners were tested with vowel stimuli presented
at ~a! a conversational level~Soft, approximately 60 dB
SPL!; ~b! a high level, flat gain~Loud, 95 dB SPL!; and ~c!
frequency-specific gain based on the listener’s hearing loss
~Gain!.

Results were assessed in order to determine the effects
of listening condition on performance. First, performance in
the Soft condition was compared with performance in the
two gain conditions~Loud and Gain!. It was hypothesized
that hearing-impaired listeners’ performance would be better
in the two gain conditions than in the low level condition.
Second, results from the Loud and Gain conditions were also
compared, in order to determine if there was a difference in
performance between the two conditions. It was hypoth-
esized that there would not be any difference in performance
between the Loud and Gain conditions. However, if there
was a difference between these two conditions, the hearing-
impaired listeners were expected to perform better in the
Gain condition than the Loud condition, possibly due to up-
ward spread of masking in the Loud condition.

B. Method

1. Subjects

Five young, hearing-impaired adults with sloping, mild-
to-moderate sensorineural hearing loss were paid for their
participation in this study. Two women and three men, rang-
ing from 21 to 41 years of age, were tested (mean531
years!. All were native speakers of American English. Three
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of the hearing-impaired listeners wore binaural hearing aids
and reported being consistent hearing aid users, while two of
the listeners had never worn hearing aids. None of the listen-
ers used hearing aids during the experiment.

The magnitude and configuration of hearing loss were
selected to be similar to those of the EHI listeners tested in
Coughlin et al. ~1998!. In order to qualify for this vowel
perception study, hearing threshold levels between 30 and 60
dB HL ~ANSI, 1996! at 2000 Hz, and otherwise no thresh-
olds greater than 65 dB HL between 250 and 4000 Hz, were
required for the test ear.

There was no evidence of middle ear pathology at time
of testing, as determined by normal tympanometric results.
Air-conduction pure-tone thresholds for octave frequencies
between 250 and 8000 Hz were obtained in a sound-treated
room using insert~ER-3A! earphones, and can be seen in the
audiograms in Fig. 1.

For each listener, only one ear was tested in this study.
The ear with the pattern of hearing loss most representative
of selection criteria was tested; in some cases this was the
listener’s better hearing ear and in some cases the opposite
was true. Across all listeners, asymmetry at any one audio-
metric frequency was,40 dB, and therefore masking of the
nontest ear was not performed.

While the audiogram of one listener~YHI#4! is distinct
from that of the four other listeners, in the lower frequency
~F1! range, this listener did match the specific pattern of
hearing loss described above. Further, all YHI listeners per-
formed similarly on F1 discrimination in that frequency re-
gion, in all listening conditions. Data from YHI# 4 were not
notable, and, thus, the inclusion of this listener seems appro-
priate.

2. Stimuli

The stimuli were five steady-state English vowels,
/ | } # ,/. These monophthongal vowels were selected
based on previous work indicating that they would maximize
response variability as required for successful correlational
analyses~e.g., Coughlinet al., 1998; Nábělek et al., 1992!,
likely due to their acoustic similarity. The /#/ vowel was

added to the set of four vowels used in the study reported by
Coughlinet al. ~1998! in order to represent a slightly broader
range of formant frequencies.

The stimuli were synthesized based on spectrographic
measurements of a female speaker, using the cascade branch
of the KLTSYN synthesizer~Klatt, 1980!. Stimuli were syn-
thesized at 10 000 Hz. These five vowels were called the
‘‘standard’’ vowels used in the discrimination experiment,
with formant frequencies shown in Table I. In addition to the
five standard vowels, vowel test stimuli were synthesized in
sets of 14, for discrimination purposes. In each test set, either
the first or second formant~F1 or F2! was incremented from
the standard value, according to a log ratio, with ranges seen
in Table I. For all stimuli, the fundamental frequency fell in
a linear manner from 220 to 180 Hz, over the vowel’s dura-
tion. Vowel duration was set to 175 ms, the average of the
speaker’s long and short vowels. Bandwidths for the for-
mants were the same for all vowels, with BW1570 Hz,
BW2590 Hz, and BW35170 Hz. In order to minimize in-
herent intensity differences between the five vowels, their
amplitudes were then equated as follows: the rms energy
over a 30-ms window for the five standard vowels was mea-
sured at the maximum amplitude~approximately 20–50 ms
after vowel onset!. A median rms value was chosen and all
five vowels were then adjusted to be within61 dB of this
median value.

3. Listening conditions

Three conditions were designed to simulate everyday
listening conditions, from low to amplified levels. The Soft
condition simulated an average conversational level. To en-
sure that vowels would be at least partially audible, vowel
levels were checked individually for each listener as follows.
On an individual basis, each listener’s pure tone average was
calculated from thresholds at 500, 750, 1000, 1500, and 2000
Hz and converted to dB SPL. Next, vowel spectra were cal-
culated as follows. F1 of the calibration vowel was measured
in dB SPL through TDH-39 headphones and a 6-cm3 coupler.
Samples of each vowel were located near the peak ampli-
tude, multiplied by a hamming window, and a 512-point FFT
of the signal was calculated. The values of the first 23 har-
monic peaks were then extracted from each of the five vow-
els and converted to dB SPL~re: the calibration vowel! for
each harmonic. Next, maxima were selected for each har-
monic peak to represent the highest levels across the five
vowels. These maxima are shown in Fig. 2 by the solid line.

FIG. 1. Pure tone thresholds~dB HL! for the five young, hearing-impaired
listeners.

TABLE I. Frequencies in Hz for formants F1–F3 used in synthesizing
vowel stimuli. The range values for the vowels indicate the formant values
for the test stimuli, when F1 or F2 was incremented logarithmically from the
standard.

Vowel

Standard vowels Range values

F1 F2 F3 F1 F2

( 450 2300 3000 455–522 2315–2513
| 550 2500 3100 555–621 2515–2712
} 600 2200 3000 605–671 2210–2341
# 700 1400 2600 705–771 1410–1542
, 1000 1950 3000 1007–1107 1960–2091
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The minimum spectral level of each harmonic peak was also
calculated for the five vowels, shown by the dotted curve.
~The minimum spectral level is relevant to the Gain condi-
tion described below.! The maxima at only harmonics corre-
sponding most closely to 500, 750, 1000, 1500, and 2000 Hz
were then averaged. This measurement was termed the aver-
age maximum spectral level for the five vowels, and found to
be approximately 54 dB SPL~see Fig. 2!. All dB SPL values
in Fig. 2 are thus referenced to the 6-cm3 coupler.

Finally, the Soft presentation level was set such that the
average maximum spectral level of the vowel stimuli was 10
dB above each listener’s pure tone average. This ensured that
the vowels would be partially audible. That is, if the listen-
er’s pure tone average threshold was less than 10 dB below
the maximum spectral level of the vowel stimuli~54 dB
SPL!, presentation level was increased accordingly. When
the maximum spectral level of the vowel stimuli exceeded a
listener’s pure tone average threshold by at least 10 dB, 60
dB SPL was chosen as the presentation level. Signal levels
for the five listeners tested were 60~YHI#3 and YHI#4!, 74
~YHI#1!, 75 ~YHI#5!, and 81~YHI#2! dB SPL.

The Loud listening condition simulated an audible level
for the speech. In this condition the presentation level was 95
dB SPL for each listener. The Gain listening condition was
designed to simulate the frequency response provided by a
linear gain hearing aid. The amount of gain was determined
so that the five-vowel minimum spectral level~dotted line,
Fig. 2! was at least 15 dB above the listener’s hearing thresh-
old in dB SPL, for each of the frequencies: 250, 500, 750,
1000, 1500, 2000, 3000, and 4000 Hz. This approach was
patterned after the desired sensation level~DSL; Cornelisse
et al., 1995! approach for the prescription of hearing aid
gain. A specific FIR filter was designed to provide the nec-
essary gain at each reference frequency for each listener in
this condition, relative to the differences in hearing loss ob-
served in the audiograms in Fig. 1.

4. Calibration

All stimuli were low-pass filtered with a cutoff fre-
quency of 4300 Hz, preserving the first three formant peaks.
The 4300-Hz cutoff was combined with the FIR filters de-
signed to achieve the specific flat or shaped signal condition
previously described. To achieve the Soft or Loud signal lev-
els, separate flat frequency response, low-pass FIR filters
were designed. Stimuli were output through a 16-bit D/A
converter~Tucker-Davis Technologies, DA1! followed by a
digital FIR filter ~Tucker-Davis Technologies, PF1!, and a
headphone buffer~Tucker-Davis Technologies, HB6!. Par-
ticipants listened to stimuli under TDH-39 headphones, with
sounds presented monaurally to the ear previously selected.

For calibration, the previously designed FIR filter for
each listener and condition was loaded in the PF1. The cali-
bration /,/ vowel was then measured in a 6-cm3 coupler
with a Larson-Davis sound-level meter~model 800B! using
the linear weighting scale. The desired signal levels were
then checked for presentation accuracy within60.5 dB and
values were subsequently monitored throughout the experi-
ment.

5. Task

A modified two-alternative, forced-choice procedure
was implemented. The standard vowel was always presented
first, followed by two more vowel stimuli. The two following
vowels included the standard vowel and the test stimulus that
differed from the standard in terms of a logarithmic formant
frequency increment~see Table I for the range of these val-
ues!. The listener’s task was to determine whether the second
or third vowel in the triplet differed from the first and enter
the response via computer keyboard. The increment was dic-
tated by an adaptive-track algorithm designed to track 70.7%
correct on the psychometric function~Levitt, 1971!. Initially,
the standard vowel stimulus and its test stimulus differed
maximally in terms of formant frequency. As performance
improved, the difference between the standard and the test
stimulus decreased, via a two-down one-up rule that made
them increasingly difficult to discriminate. Listeners were
tested individually, seated at a computer in a sound-treated
room. Feedback was given in the form of a message on the
screen indicating whether the listener’s response was correct
or incorrect.

6. Training

Other work from our laboratory has illustrated the im-
portance of adequate training for establishing stable thresh-
old estimates~e.g., Kewley-Port, 2001!. Thus, all listeners
completed two 90-min training sessions. This time-based ap-
proach to training was focused on F1 of the /(/ vowel, in the
Loud listening condition. Blocks were brief~typically lasting
5–6 min!, and included 80 trials. It was thought this training
condition would be easiest for listeners, due to the nature of
the vowel and listening condition~the first and second for-
mant peaks for /(/ are well spaced in terms of frequency, and
the level was supra-threshold for all listeners!. All listeners’
performance approached asymptote over two 90-min training
sessions~approximately 23 blocks!.

FIG. 2. Spectral peaks of the synthetic vowel stimuli, used to calculate
levels for the Soft and Gain conditions. The dashed line representing the
average of the maximum peak values~between 500 and 2000 Hz! had to be
at least 10 dB supra-threshold for each listener in the Soft condition. The
dotted line representing the spectral minima was at least 15 dB supra-
threshold in the Gain condition. All dB SPL values are referenced to a 6-cm3

coupler.
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7. Testing

Testing was comprised of five 90-min sessions following
training. In each block, listeners were tested on all five vowel
stimuli for an increment in either F1 or F2. All ten types of
vowel stimuli (5 vowels32 formant conditions) were ran-
domized within each block of 80 tokens. The three listening
conditions varied by block, such that all tokens within a
block were presented at the same level. Listeners cycled
through the listening conditions~Soft, Loud, and Gain! at
their own pace, completing 6, 9, or 12 blocks per test ses-
sion. A measure of the minimum discriminable formant fre-
quency difference between standard and test stimuli was cal-
culated asDF in Hz.DF was obtained based on an average of
the mean reversals from each listener’s best four consecutive
blocks within a particular listening condition.

C. Results

Discrimination results were obtained asDF in Hertz~for
F1 and F2! for the five vowels~/( | } # ,/! in the three level
conditions~Soft, Loud, and Gain! for each of the five listen-
ers. Group results for the discrimination experiment are re-
ported in Tables II and III. Formant thresholds for 5 vowels
32 formants~F1 or F2 varied! averaged over all YHI listen-
ers for the three signal level conditions are shown in Fig. 3.
Note that thresholds are nearly constant in the F1 region, and
are elevated and increase over the F2 region, for all condi-
tions.

The first goal was to determine whether listeners per-
formed in an appreciably different way in the Soft listening
condition compared to the Gain and Loud conditions. It was
hypothesized that performance would be substantially better
in the Gain and Loud conditions than in the Soft condition,
evidenced by smallerDF values. Results for the Gain and

Loud conditions were thus averaged on an individual basis,
for each vowel tested, to yieldDF values in terms of perfor-
mance on the ‘‘non-Soft’’ conditions. The difference was
then calculated between each listener’s performance in the
Soft condition and the non-Soft conditions, to yield differ-
ence scores for each vowel tested, for each listener. Differ-
ence scores~between Soft and non-Soft performance on the
ten vowels! were then subjected to a repeated measures mul-
tivariate analysis of variance~MANOVA ! test of signifi-
cance. The MANOVA statistical method was adopted for the
following reasons. The listeners in this study were tested on
the same dependent measure~vowel formant difference
limen in Hertz! in different listening conditions. However, it
is possible that the contrasts involved in testing these effects
are not independent of each other, i.e., compound symmetry
and sphericity might be violated~see StatSoft, Inc., 2002!. If
multivariate criteria are used to simultaneously test the sig-
nificance of two or more repeated measures contrasts, they
do not need to be independent of each other~StatSoft, Inc.,
2002!. The MANOVA, a more stringent statistical test, by-
passes the assumptions of the univariate analysis of variance
related to compound symmetry and sphericity. This test
seemed appropriate for this data, and the results of the
MANOVA may be interpreted in basically the same way as
an ordinary analysis of variance~Aron and Aron, 1999, p.
535!. As expected, this test revealed a significant difference
between listeners’ performance on the Soft and non-Soft con-
ditions @F(1,4)5558.283,p50.031].

Next, the performance in the Gain and Loud conditions

TABLE II. Means and standard deviations of F1 discrimination thresholds
~in Hz! for YHI listeners.

( F1
~450 Hz!

| F1
~550 Hz!

} F1
~600 Hz!

# F1
~700 Hz!

, F1
~1000 Hz!

Soft mean 50.8 31.4 25.9 35.7 51.2
s.d. 15.6 7.7 21.6 10.8 28.6

Loud mean 27.9 31.1 22.2 31.6 33.3
s.d. 9.5 12.0 10.3 20.8 21.3

Gain mean 32.9 26.5 30.9 26.5 46.8
s.d. 11.7 8.8 19.8 4.8 27.0

TABLE III. Means and standard deviations of F2 discrimination thresholds
~in Hz! for YHI listeners.

# F2
~1400 Hz!

, F2
~1950 Hz!

} F2
~2200 Hz!

( F2
~2300 Hz!

| F2
~2500 Hz!

Soft mean 89.9 108.4 119.5 182.6 170.4
s.d. 41.7 41.6 26.9 53.5 51.9

Loud mean 111.9 88.0 96.5 139.8 127.9
s.d. 33.4 66.4 47.3 59.3 80.2

Gain mean 86.1 96.0 96.1 112.9 118.4
s.d. 48.1 42.0 39.3 61.7 79.7

TABLE IV. Vowel identification performance for YHI listeners, means and
standard deviations in percent correct.

( | } # ,

Soft mean 85.00 42.50 61.88 99.69 99.38
s.d. 17.14 33.74 23.11 0.63 0.72

Loud mean 95.00 63.44 74.06 98.13 98.44
s.d. 4.21 35.67 25.99 1.61 3.13

Gain mean 90.00 56.88 80.31 97.19 97.81
s.d. 7.43 49.84 22.39 3.59 4.38

FIG. 3. YHI group discrimination results by listening condition, for F1 and
F2 increments in five vowels.
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was compared, in order to determine whether the upward
spread of masking might have affected performance. Differ-
ence scores were calculated for each listener, and each vowel
formant tested based on theDF values for the Loud and Gain
conditions and submitted to a repeated measures MANOVA.
This test revealed no significant difference between perfor-
mance in the Loud and Gain conditions@F(1,4)52.423,p
50.444].

Together, these results show that while the hearing-
impaired listeners performed better in the non-Soft~i.e.,
Loud and Gain! conditions than the Soft condition, as ex-
pected, there was no significant difference between perfor-
mance in the Loud and Gain conditions. This suggests that
listeners’ performance in the Loud condition was not ad-
versely affected by the upward spread of masking.

III. EXPERIMENT 2: IDENTIFICATION OF VOWEL
STIMULI UNDER DIFFERENT LISTENING CONDITIONS

A. Purpose

The purpose of this identification experiment was to ex-
amine classification abilities for the standard vowel stimuli
under the same listening conditions as in Experiment 1. The
same predictions for the discrimination experiment were ex-
pected to hold for the identification results; listeners were
expected to perform better in the Gain and Loud conditions
than in the Soft condition, while no difference in perfor-
mance was expected between the Gain and Loud conditions.
If there was a difference seen between the Loud and Gain
conditions, poorer performance was expected in the Loud
condition, possibly due to the effect of upward spread of
masking.

B. Method

Four of the five listeners~YHI#2–YHI#5! who partici-
pated in the discrimination experiment also participated in
the identification experiment. The five standard vowels used
in the discrimination experiment described above were used
in the identification experiment. The same listening condi-
tions ~Soft, Loud, and Gain! and calibration procedures de-
scribed for the discrimination experiment were used for the
identification experiment.

1. Task

In this experiment, listeners were presented with the
vowel stimuli and asked to identify them in a forced-choice
classification task. Five key-word responses containing the
standard test vowels were displayed, each matched to a
single and unique key on the keyboard. Listeners were asked
to pick the word from the key-word list with the vowel sound
most like the one they heard and then enter the response on
a keyboard.

2. Training

Training in this portion of the study consisted of one
block of 25 ordered tokens~i.e., five repetitions of each of
the five vowels, presented in the order of the key-words on
the computer screen!, followed by one block of the same
tokens randomized, in the Loud listening condition. Feed-

back was given in both the ordered and randomized training
blocks. These two blocks of training were performed at the
beginning of each of two test sessions.

3. Testing

After training, the remainder of the two 90-min sessions
involved testing. The five standard vowels were presented 20
times each~randomized!, in blocks of 100 tokens, in each
listening condition. No feedback was given during testing.
All listeners completed at least four blocks of testing. Perfor-
mance was thus measured in terms of the percent correctly
identified vowels over the first four blocks of testing.

C. Results

Group results for the three listening conditions can be
seen in Fig. 4 and Table IV. To determine whether the effects
of listening condition seen in the discrimination task~Experi-
ment 1! would also be seen in the identification task, perfor-
mance in the Soft condition was compared with performance
in the non-Soft~i.e., averaged Gain and Loud! conditions.
Percent correct values were transformed to rationalized arc-
sine units~RAUs; Studebaker, 1985!. The RAU transform
reduces the compressive effect of the percent correct scale
for extreme values~at either end of the scale! while percent
correct scores between 15% and 85% remain roughly the
same. The Soft RAUs were subtracted from those in the
non-Soft listening conditions to yield difference scores for
each of the four listeners on the five standard vowels. The
difference scores were then subjected to a repeated measures
MANOVA. However, this test revealed no significant differ-
ence between performance in the Soft and non-Soft~Loud
and Gain! conditions@F(1,3)50.703, p50.681#. This re-
sult is not surprising given that three of the five vowels were
identified almost perfectly under all three listening condi-
tions.

Results from the Loud and Gain conditions were also
transformed to RAUs, and compared, in order to determine
whether there was a significant difference between perfor-
mances in those two different listening conditions. Differ-
ence scores were calculated for each listener and perfor-
mance on each vowel, in the Loud and Gain conditions.
These difference scores were then subjected to a repeated

FIG. 4. YHI group identification results for five vowels in three listening
conditions.
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measures MANOVA. This test also revealed no significant
difference between performance in the Loud and Gain con-
ditions @F(1,3)50.724, p50.675#. These results show that
the level effect noted in the discrimination task, the signifi-
cant difference between performance in Soft and non-Soft
conditions, was eliminated in the identification task.

In Fig. 4 it may also be noted that performance seems to
be less than perfect for two of the five vowels. The Soft
listening condition~which showed the poorest performance
on the vowels /|/ and /}/! was selected for analysis and a
within-subjects one-way ANOVA confirmed the highly sig-
nificant effect of vowel. Posthoc tests showed that perfor-
mance on the vowels /|/ and /}/ was significantly different
from performance on the other three vowels. However, per-
formance on /|/ and /}/ was not significantly different. For
these two poorly identified vowels, analysis of all listening
conditions revealed that errors were likely related to the
spectral properties of the vowels. That is, /|/ was often con-
fused with the two vowels most similar to it in terms of first
formant frequency, /(/ and /}/. The /}/ vowel was often con-
fused with /|/, which had similar F1 and F2 frequencies.
Identification results for YHI are thus consistent with those
from other studies that report relatively high variability in the
vowel identification abilities of listeners with mild-to-
moderate sensorineural hearing loss, with some vowels ac-
curately identified and other vowels poorly categorized~e.g.,
Nábělek et al., 1992!. When errors occur, they are likely the
result of confusion among vowels with similar spectral prop-
erties.

IV. COMPARISON OF RESULTS BETWEEN YOUNG
AND ELDERLY HEARING-IMPAIRED LISTENERS

Results from the present experiments were compared
with those from previous work in the same lab, reported in
Coughlinet al. ~1998!, to see whether age or hearing impair-
ment factors contribute to decreased vowel perception abili-
ties. In Coughlin et al. ~1998!, a group of four elderly
hearing-impaired listeners~69–74 years of age! performed
discrimination and identification tasks identical to those re-
ported in this study, for four of the same vowels~/( | } ,/;
the /#/ vowel was not heard by the EHI listeners!.
The hearing loss configuration was also similar between
studies~see Fig. 5!. Elderly listeners in the Coughlinet al.
study had moderate, sloping sensorineural hearing loss very
similar to that measured in four of the five YHI listeners in
this study ~all but YHI#4!. However, signal levels varied
slightly between studies. The EHI listeners tested in Cough-
lin et al. listened to signals presented at 70 and 95 dB SPL.
For this reason, results will be compared for performance in
the Loud condition, in which listeners in both studies heard
vowels presented at 95 dB SPL.

Otherwise, discrimination and identification testing for
the two groups were identical between the two studies. That
is, listeners followed the same training protocol, including
the same amount of training on the same stimuli~the /(/
vowel!, in the same listening condition~95 dB SPL!. Dis-
crimination and identification testing was conducted on the
same materials in the same sound booth, with the same cali-
bration techniques. Efforts were made to achieve parity be-

tween the EHI group tested previously and the YHI group
tested and reported here. Results from the time-based train-
ing method used for both YHI and EHI listeners suggested
near asymptotic performance in both groups~the averageDF
of the last four blocks of training sessions was 17.9 Hz for
the EHI group, and 12.0 Hz for the YHI group!.

Individual discrimination threshold results for the two
groups can be seen in Fig. 6. A between-group, with formant
as a repeated measure, analysis of variance was performed
on the discrimination results for the two groups. This test
showed no main effect of group~YHI vs EHI! to yield
@F(1,7)51.073, p50.335#. However, a significant main ef-
fect of formant@F(7,49)520.689, p,0.001# and a signifi-
cant group3formant interaction was seen@F(7,49)
52.549, p50.025#. Since most of the variability was ob-
served in the F2 region, performance on those formants was
then subjected to a repeated-measure, two-way ANOVA
~group, formant!. No main effect of group @F(1,7)
51.322, p50.288# or formant @F(3,21)50.284, p
50.836# was obtained. However, a significant group
3formant interaction was obtained@F(3,21)53.814, p

FIG. 5. Pure tone thresholds~dB HL! for the four elderly, hearing-impaired
listeners reported in Coughlinet al. ~1998!.

FIG. 6. Individual thresholds and averages for the five YHI listeners in the
present study and four EHI listeners reported in Coughlinet al. ~1998! for
F1 and F2 increments in four standard vowels presented in the Loud listen-
ing condition~95 dB SPL!.
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50.025#. A closer examination of YHI–EHI performance in
the F2 region was undertaken, and planned comparisons re-
vealed a significant difference between groups only for dis-
crimination of /,/ F2 @ t(1)52.865, p50.023#, as may be
expected from Fig. 6.

Coughlinet al. ~1998! report that formant frequency dis-
crimination for YNH, ENH, and EHI listeners were approxi-
mately 30 Hz in the F1 region, with thresholds increasing as
a function of frequency in the F2 region. The YHI group
average formant frequency threshold in the F1 region ob-
tained in the present study was also approximately 30 Hz.
These threshold values are only somewhat higher than those
reported for highly trained listeners in a similar task in
Kewley-Port~2001!, approximately 20 Hz in the F1 region.

However, Coughlinet al. ~1998! showed that in the F2
region, thresholds for EHI listeners were about 290% higher
than YNH listeners under the same conditions. For the YHI
listeners tested in this study, a 210% increase in F2 thresh-
olds is seen over the YNH listeners tested in Coughlinet al.
~1998! under the same conditions. Given the nonsignificant
difference seen between EHI listeners reported in Coughlin
et al. ~1998! and YHI discrimination performance in the
present experiment, it appears that mild-to-moderate levels
of hearing impairment are associated with a greater than
200% decrease in second formant resolution, even when the
vowels are fully audible.

Results were also compared between groups for identi-
fication performance on the four vowels in the Loud listening
condition~95 dB SPL!. Results seen in Fig. 7 are essentially
identical for the two groups. Scores were converted from
percent correct to RAUs and submitted to an ANOVA for the
mixed-level factors of group and vowel. As expected, this
test showed no significant main effect of group@F(1)
50.011, p50.921#, and a significant main effect of vowel
@F(3)55.669, p50.006#. As noted in Coughlin et al.
~1998!, these results from hearing-impaired listeners differ
from those of young normal-hearing listeners, who identify
all four vowels with.97% accuracy.

In sum, comparison of YHI and EHI performance on
discrimination and identification of vowels in the Loud con-
dition was not significantly different between groups. This

indicates that for listeners with similar audiometric configu-
ration, systematic age-related differences in performance are
not seen in these types of speech perception tasks. In contrast
to what Coughlinet al. ~1998! suggested, age was not found
to be a factor contributing to decreased vowel perception
performance for these hearing-impaired listeners.

V. DISCUSSION

A. Upward spread of masking

Florentineet al. ~1980! note that for many listeners with
cochlear hearing impairment, an increased spread of masking
toward higher frequencies is seen. In the case of vowel per-
ception, the increased upward spread of masking for hearing-
impaired listeners may have the effect that the higher-level
first formant may mask lower-level formants at higher fre-
quencies. Some hearing aid designs take this into account by
effectively reducing the amount of gain given to the lower-
frequency spectral components of the input signal.

In Coughlinet al. ~1998! it was possible that the upward
spread of masking affected performance of listeners in the
Loud listening condition because effects were mostly seen in
the F2 region. In order to determine whether the upward
spread of masking impaired vowel perception in the Loud
listening condition, the present study included a Gain condi-
tion which provided a shaped gain function~re: 60 dB SPL
signal level! on an individual basis. However, as noted in the
results sections above, no differences were found between
performance in the Loud and Gain conditions for either dis-
crimination or identification performance. This indicates that
for these listeners, if upward spread of masking occurred in
the Loud listening condition~compared to the Gain condi-
tion!, it did not seem to affect performance on these vowel
discrimination and identification tasks.

B. The relation between discrimination and
identification performance

For the YHI listeners, an important question is how
vowel discrimination performance relates to identification
performance. In this regard, it is interesting to determine
whether identification of the vowels in this study was related
to their discrimination. Though the level effects obtained in
the discrimination experiment were not obtained in the iden-
tification experiment, the vowels were not identified uni-
formly well.

It is hypothesized that the somewhat impaired identifi-
cation of these vowels may be related to listening in the F1
frequency range, for these listeners. As mentioned above,
first formant frequency discrimination abilities for the YHI
listeners in this study were similar to those of the YNH lis-
teners reported in Coughlinet al. ~1998! while discrimina-
tion for F2 was degraded by more than 200%. What can then
explain the identification results showing three vowels were
identified nearly perfectly while two vowels, /|/ and /}/,
were correctly identified around 60%? It is argued that the
vowels closer together in terms of formant frequency are
more difficult for YHI listeners to correctly identify@cf. the
error patterns obtained by Owenset al. ~1968!, Dorman
et al. ~1985!, Turner and Henn~1989!, and Nábělek et al.

FIG. 7. Identification results for four YHI listeners in the present study and
four EHI listeners reported in Coughlinet al. ~1998! for four standard vow-
els presented in the Loud listening condition~95 dB SPL!.
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~1992!#. That is, spectral similarity amongst the vowel
stimuli may lead to decreased identification performance.

The two vowels that were misidentified most often in
this study, /|/ and /}/, are the vowels closest together in terms
of first formant frequency. Kewley-Port and Zheng~1999!
have previously argued that the distance between the closest
English vowels in F13F2 space must exceed discrimination
thresholds if they are to be reliably identified in normal dis-
course. A metric was thus designed to determine whether this
relation holds or not for the present data for YHI listeners.

For F1 and F2 of each standard vowel, the distance be-
tween that formant and its nearest neighbor was calculated,
in Hertz. In order to obtain an individualized measure of
each listener’s frequency resolution in the F1 and F2 regions,
DF1 andDF2 in Hz ~averaged over the five vowels! were
calculated for each listener, in each listening condition. This
measure of frequency resolution was compared with the
separability of the vowels in the following manner. For each
listener in each condition, the averageDF1 was subtracted
from the distance between that vowel’s F1 and its nearest
neighbor. The same calculations were performed for the F2
region. This yielded a measure of whether the vowel formant
should have been discriminable from its nearest neighbor or
not ~positive results indicated discriminable neighbors, nega-
tive numbers indicated indiscriminable neighbors!. These re-
sults were then correlated with identification performance
achieved for that listening condition, in RAUs.

The results of a Pearson product moment correlation be-
tween the described metric in the F1 region and correct iden-
tification performance in RAUs yielded a moderate level of
correlation,r 50.487 (p,0.05). Results of a Pearson prod-
uct moment correlation between the described metric in the
F2 region and correct identification performance in RAUs
yielded a similar correlation,r 50.492 (p,0.05). This indi-
cates that to the limited extent that variability exists in iden-
tification performance, it may be partially accounted for by
the relation between frequency resolution~of DF1 or DF2!
and the proximity of the vowels to each other in terms of
frequency.

Supporting the argument that the YHI listeners may be
using F1 frequency information to identify the vowels is the
fact that negative values~indicating indiscriminable vowel
neighbors! were only obtained for the metric in the F2 re-
gion. This follows from the fact that in some cases, the av-
erageDF2 exceeded the distance between two vowels. While
this is not conclusive proof of a uniform listening strategy
being employed by all YHI listeners in the study, it does
suggest that identification performance may be related to the
frequency resolution capabilities of the YHI listeners in com-
bination with the relative distance~i.e., confusability! be-
tween the vowels. Thus, while normal-hearing listeners use
both F1 and F2 information to correctly identify vowels, it
appears hearing-impaired listeners use primarily F1 cues due
to vowel confusability and reduced abilities in the F2 region.

C. Effects of age and cognitive factors on
performance

This study examined vowel perception by YHI with a
configuration of sensorineural hearing loss similar to that of

EHI listeners tested in a previous study~Coughlin et al.,
1998!. Age as a factor affecting performance on tests of
speech perception is of particular interest, since it has been
argued that cognitive and auditive factors associated with
aging may confound tests of speech perception. Two differ-
ent perceptual tests were administered here. For the vowel
identification task performance by young and elderly listen-
ers was identical. This task seems simpler and more related
to everyday listening than the second task, a laboratory dis-
crimination task. In the discrimination task performance was
not significantly different between young and elderly listen-
ers. The clear interpretation of these data is that similar hear-
ing impairment resulted in nearly identical performance, re-
gardless of age. The elevated F2 threshold for the EHI
listeners for the /,/ vowel does leave open the possibility
that in a more cognitively challenging perceptual task, some
age differences may be observed.

As noted by other researchers, hearing-impaired listen-
ers have broadened auditory filters that may distort acoustic
signals ~e.g., Peters and Moore, 1992; Turner and Henn,
1989!. While the effects of broadened auditory filters on
speech perception are often difficult to discern, it is possible
that they may be a contributor to the elevated F2 thresholds
observed in the present study. Based on the results offered in
this experiment, other factors such as age and upward spread
of masking have been ruled out. However, it seems that the
effects of broadened auditory filters on vowel identification
may be slight at least in cases of mild-to-moderate senso-
rineural hearing impairment~cf. Van Tasellet al., 1987!. The
effects observed in the present data were restricted to only
two of the five vowels tested, but the complete overlap of the
young and elderly results gives strong support to the primacy
of auditive factors.

While changes in cognitive factors may be associated
with aging, and thus affect performance on auditory tests,
converging evidence including that presented in this study
indicates that the audibility of the acoustic signal available to
the hearing-impaired listener is more predictive of perfor-
mance than age alone. Continued development and refine-
ment of testing techniques has revealed a strong relation be-
tween the audibility of the speech signal and the performance
abilities of the listener, for these tasks, regardless of age.
Nonetheless, further exploration of the cognitive processing
abilities involved over a wide range of tests of speech per-
ception, particularly in adverse listening conditions, is still
warranted.

VI. CONCLUSIONS

This study examined the effects of mild-to-moderate
sensorineural hearing loss on vowel discrimination and iden-
tification abilities in YHI adults. Expected level effects were
seen in the discrimination experiment, such that listeners per-
formed better in the Loud and Gain conditions than in the
Soft condition, though there was no significant difference in
performance between the Loud and Gain conditions. These
level effects seemed to lessen somewhat in the vowel iden-
tification experiment. There was no evidence that the upward
spread of masking affected listeners’ performance on either
vowel perception task. The effects of hearing impairment
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were negligible for discrimination in the F1 region, but ap-
parent in the F2 region. In the vowel identification task, cat-
egorization of two of the five vowels showed effects of sen-
sorineural hearing loss. A modest correlation was found
between formant discrimination abilities and vowel identifi-
cation.

Comparison of results with those from an earlier study
~Coughlinet al., 1998! failed to show significant differences
in either discrimination or identification abilities between
EHI and YHI listeners with a similar pattern of hearing loss,
in the Loud listening condition. This finding suggests that
hearing impairment, not age, is the primary contributor to
vowel perception in elderly listeners with presbycusic hear-
ing loss and young listeners with idiopathic sensorineural
hearing loss, for these vowel perception tasks.
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The correlogram: A visual display of periodicity
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Fundamental frequency (F0) extraction is often used in voice quality analysis. In pathological
voices with a high degree of instability inF0 , it is common forF0 extraction algorithms to fail. In
such cases, the faultyF0 values might spoil the possibilities for further data analysis. This paper
presents the correlogram, a new method of displaying periodicity. The correlogram is based on the
waveform-matching techniques often used inF0 extraction programs, but with no mechanism to
select an actualF0 value. Instead, several candidates forF0 are shown as dark bands. The result is
presented as a 3D plot with time on thex axis, correlation delay inverted to frequency on they axis,
and correlation on thez axis. Thez axis is represented in a gray scale as in a spectrogram. Delays
corresponding to integer multiples of the period time will receive high correlation, thus resulting in
candidates atF0 , F0/2, F0/3, etc. While the correlogram adds little toF0 analysis of normal voices,
it is useful for analysis of pathological voices since it illustrates the full complexity of the
periodicity in the voice signal. Also, in combination with manual tracing, the correlogram can be
used for semimanualF0 extraction. If so,F0 extraction can be performed on many voices that cause
problems for conventionalF0 extractors. To demonstrate the properties of the method it is applied
to synthetic and natural voices, among them six pathological voices, which are characterized by
roughness, vocal fry, gratings/scrape, hypofunctional breathiness and voice breaks, or combinations
of these. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1590972#

PACS numbers: 43.72.Ar@DOS# Pages: 2934–2945

I. INTRODUCTION

Fundamental frequency (F0) is a commonly used pa-
rameter, being the main acoustic correlate to perceived pitch.
In the field of voice quality research,F0 extraction is par-
ticularly relevant, for example for evaluation of pre- and
post-treatment of voice disorders and for measuringF0 per-
turbation. Fundamental frequency extraction has received a
great deal of attention in speech and voice research. Several
different algorithms have been invented~e.g., Hess, 1983;
Titze and Liang, 1993; Hess, 1995!, and the algorithms have
been applied both to acoustic waveforms and to electroglot-
tographic~EGG! signals~Rothenberg, 1973; Fourcin, 1986!.
Examples of such methods are peak picking and methods
based on spectral or cepstral properties of the signal or on
waveform matching by means of autocorrelation or autodif-
ference~e.g., Hess, 1983!.

The waveform-matching technique has many important
advantages. For example, it is independent of determination
of the instant of excitation and has a low sensitivity to noise
~Titze and Liang, 1993!. Also, it can offer several estimates
of fundamental frequency per period. The basic idea of the
waveform-matching technique is to compare the signal in
two time windows separated by a variable time delay. Cer-
tain lengths of this time delay will achieve a high correlation.
These delays correspond to multiples of the period time. For

example, the comparison can be realized in terms of a cor-
relation function, which is a straightforward procedure since
few variables are involved. If the waveform matching tech-
nique is to be used forF0 extraction, theF0 extraction algo-
rithm must select which peak in the correlation function cor-
responds to the fundamental period time. Normal voices
rarely cause selection problems. However, for dysphonic
voices with an unstable period time, differentF0 extraction
algorithms will give different results~Rabinovet al., 1995;
Karnell et al., 1991!. Phonation containingbicyclic segments
~equivalent toperiod doubling, Titze, 1995! is a typical ex-
ample; mostF0 extractors will select a fundamental fre-
quency ofF0/2 for the bicyclic segments. This is in some
sense correct since the period actually is doubled. However,
different algorithms require different magnitudes of bicyclic-
ity in order to arrive at this result. Hence, differentF0 ex-
traction programs yield different results. This is problematic
when the extractedF0 data are used for deriving perturbation
measures, such as jitter. For example, in a study of vocal fry,
Blomgrenet al. ~1998! reverted to a semimanual extraction
method instead of using the automatic methods, since their
voice samples were characterized by a high amount of vari-
ability.

The problems outlined above do not originate from the
waveform-matching algorithm but rather from the selection
mechanism. Because fundamental frequency is defined as the
inverse of period time, noF0 exists if the signal is not per-
fectly repetitive, strictly speaking. Therefore, especially for
pathological voices, there will be cases when the task of

a!Electronic mail: svante.granqvist@speech.kth.se
b!Electronic mail: britta.hammarberg@klinvet.ki.se
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extracting a singleF0 is ill-defined or unrealistic. In such
cases, an improved description of the perturbation itself may
be more relevant.

In this paper, we present a display showing the raw cor-
relation functions in a three-dimensional graph. We propose
the termcorrelogramfor these displays. The result is a pic-
ture reflecting periodicity characteristics of a voice rather
than an extractedF0 curve. The correlogram is free from a
selection mechanism, leaving to the user to select theF0

value or to what extentF0 extraction is at all appropriate.
This type of display should be particularly useful for voices
where F0 selections are difficult, that is, all voices with a
high amount ofF0 perturbation. The method is tested on
synthetic signals and natural voices and compared with other
methods.

A. Descriptions of selected perceptual voice terms

In the case of pathological voices, information about pe-
riodicity or lack of periodicity is particularly relevant. Many
attempts have been made to correlateF0 perturbation char-

acteristics with perceptual features. Such correlates are inter-
esting, since a complete understanding of the relationship
between perception and acoustics would allow objective
measurements of voice qualities. In the following, some per-
ceptual terms frequently used for pathological voices are re-
viewed together with the typically associatedF0 extraction
problems.

1. Creaky voice, vocal fry, and pulsed phonation
These terms appear to be associated either with low

pitch and a prolonged glottal closed phase or by a complex
pattern of glottal excitations, giving rise to subharmonics
~Titze, 1995; Laver, 1980; Ladefoged, 1988; Hammarberg
and Gauffin, 1995!.

2. Roughness
This term also appears to be associated with period time

perturbation. However, the term appears mostly, but not al-
ways, to be linked to a more random perturbation than what
is commonly associated with the multicyclic type of vocal
fry. The term is also sometimes associated with low-
frequency noise~Hammarberg and Gauffin, 1995; De Krom,
1995; Titze, 1995; Ishikiet al., 1969; Hillenbrand, 1988;
Omori et al., 1997; Imaizumi, 1986!.

3. Gratings Õscrape
This is a term mainly used in Sweden~Swedish:skrap!.

The term is often translated to ‘‘high-frequency roughness’’
~Hammarberg and Gauffin, 1995!.

4. Breathiness
This is caused by soft or incomplete closure of the glot-

tis and is often associated with high-frequency noise.

FIG. 1. The upper panel shows how the two correlation windows are ap-
plied to a perfectly periodic signal~100-Hz saw-tooth wave, formant filter at
1000 Hz, bandwidth 100 Hz!. Middle and lower panels show the resulting
time and frequency correlogram.

FIG. 2. The correlogram used for semimanualF0 extraction. The first can-
didate was traced manually~upper panel! and the computer program then
extracted theF0 value within the traces that corresponded to the highest
correlation~lower panel!. Note the absence of octave leaps during the bicy-
clic segment at 1–1.5 s.
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Breathy voice can be produced in both hypo- and hyperfunc-
tional laryngeal settings, which give rise to two different
types of breathiness. These modes of phonation correlate
strongly to a high or low relative level of the fundamental,
respectively~Titze, 1995; Hammarberg and Gauffin, 1995;
Hammarberg, 1986!.

5. Voice breaks, vocal breaks, or register breaks

These occur when the vocal fold suddenly switches from
one mode of vibration to another, for example between
modal and falsetto register~Sundberg, 1987; Hammarberg,
1986; Švec and Pesˇák, 1994!.

Most of the above voice qualities present problems for
F0 extraction. The complex patterns of glottal excitation that
often are associated with vocal fry or gratings/scrape typi-
cally cause octave leaps in theF0 curve, while pulsed pho-
nation in principle can produce a smooth, continuous curve.
Roughness, when associated with a random distribution of
period time, mostly generates an unstableF0 curve, but also,
different F0 algorithms tend to yield differentF0 values.
Most programs generally handle breathy voices successfully
since they contain littleF0 perturbation, but, for certain al-

gorithms, particularly if event based, a high noise level can
cause errors.F0 extractors generally succeed in tracking the
F0 in voice breaks. All these problems withF0 extraction in
pathological voices are unfortunate since theF0 perturbation
appears to represent an important characteristic of such
voices~Hillenbrand, 1988; Gauffinet al., 1995!. Hence, al-
ternative methods for displaying periodicity variation should
be useful in the analysis of pathological voices.

II. METHOD

The correlogram is based on the correlation between two
time windows of the signal~Fig. 1!. It displays the correla-
tion in a novel manner in terms of a graph showing several
such correlation functions, displayed in a gray scale similar
to the Fourier transforms in a spectrogram. The method has
been implemented by the first author~S.G.! as a program
module of theSOUNDSWELL SIGNAL WORKSTATIONsoftware
~Hitech Development AB, Sweden!.

Different waveform-matching functions can be used. In
this paper we have selected the Pearson correlation coeffi-
cient

FIG. 3. Illustration of sidebands. The signal was a 100-Hz saw-tooth wave passed through a formant filter in which the formant frequency was increased from
0 to 1000 Hz~bandwidth5100 Hz!. The sidebands are prominent withg51 ~left panels! but become considerably suppressed byg54 ~right panels!.
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wherexj is the jth sample,m is the starting sample number,
n is the delay separating the starting points of the windows,
andw is the window width. This function is normalized, so
the result will be restricted to the range21<r m,n<1. When
the delayn corresponds to one or several fundamental peri-
ods, a maximum will occur in the correlation coefficient.
This is true, regardless of where in the fundamental period
the starting point of the window is located, so there is no
need to determine the point of excitation.

Note that the use of the Pearson correlation coefficient
rather than a simple cross correlation is advantageous since
only the Pearson alternative is insensitive to a dc component
of the signal. A dc component increases the cross-correlation
coefficient, in particular if it is large compared to the ampli-
tude of the voice signal. Higher correlations observed due to
a dc offset could be misleading in the case of periodicity
analysis.

For each time value along thex axis a correlation coef-

FIG. 4. The effects of window length: 5, 10, 20 ms, and variable~upper left, upper right, lower left, and lower right panel, respectively!. The signal was a
100-Hz saw-tooth wave, frequency modulated at 10 Hz,610% ~formant filter at 1000 Hz, bandwidth 100 Hz!.
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ficient is calculated with a starting samplem corresponding
to the time coordinate of thex axis. This correlation coeffi-
cient is calculated for different delaysn, along they axis. The
correlation,r m,n in this point, is displayed along a gray scale,
with black corresponding tor m,n51 and white forr m,n<0.
If the signal is perfectly periodic with a period timeT0 , the
correlogram will show a set of horizontal black bands, rep-
resenting differentcandidatesfor the fundamental period
time C1 ,C2 ,C3 ,..., at delaysn corresponding toT0 ,2T0 ,
3T0 ,... ~Fig. 1, middle panel!.

Correlograms can also be presented with an invertedy
axis, thus showing frequency rather than time. In this caseF0

candidates,C1 ,C2 ,C3 ,... will appear atF0 , F0/2, F0/3, and
so on~Fig. 1, lower panel!. Both these representations have
certain advantages. In a time correlogram, the candidatesCn

appear as horizontal stripes that are equidistant. It also shows
more salient high-order candidates. In a frequency correlo-
gram, the strip density is greater at lower than at higher
frequencies, but on the other hand, it is more clearly related
to pitch. The selection of delay representation is a matter of
choice, but since periodicity is mostly expressed as funda-
mental frequency, rather than fundamental period time, the

frequency representation seems intuitively more appropriate.
The length of the correlation window,w, will affect the

appearance of the correlogram. A shorter window gives bet-
ter resolution in time, but may also show the first formant in
terms ofsidebandssurrounding each candidate. Normally, a
frame length of about one fundamental period is appropriate.
An interesting possibility is to let the window length vary as
the correlation delay varies, such that the window length is
equal to the delay. With this procedure the window length is
automatically adjusted to an appropriate value as fundamen-
tal frequency varies. The procedure is computationally less
efficient, however, especially if correlations are calculated
for frequencies close to 0 Hz.

For practical reasons, the correlograms showr raised to
the power ofg for values ofr .0. Higher values ofg make
the middle levels of gray brighter, and vice versa, see below;
g54 has been found to be an appropriate value.

The correlogram allows semimanual extraction ofF0 .
In this case the user restricts the range of allowedF0 values
to the range around a candidate~Fig. 2!. The software then
extracts the frequency corresponding to the highest correla-
tion within this range. The manual control allows the user to
select the appropriate candidate, thus eliminating the risk that

FIG. 5. The effect of spectral tilt on sidebands. The source signal was
created by additive synthesis. The spectral tilt was varied from 0 dB/octave
at 0 s, to218 dB/octave at 18 s. The source signal was fed through a
formant filter at 1000 Hz, bandwidth 100 Hz.

FIG. 6. The effect of adding white noise. At 0 s, the source signal consists
of a saw-tooth wave only, and at 10 s of white noise only. The source signal
was passed through a formant filter at 1000 Hz, bandwidth 100 Hz.
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an automatic algorithm selects a faulty candidate and placing
the responsibility on the user.

A. Applications

1. Synthesized signals

The properties of the correlogram analysis method can
be efficiently demonstrated by applying it to synthesized
sound, since the properties of such sounds are well-defined
while natural voices mostly contain combinations of acoustic
properties in unknown magnitudes. All synthesized sound
files were generated using a sampling rate of 16 kHz.

Figure 3 illustrates sidebands and the effect of the cho-
sen value ofg. The signal was created using a 100-Hz saw-
tooth waveform that was fed through a formant filter with a
fixed bandwidth of 100 Hz and a resonance frequency,F1 ,
increasing from 0 to 1000 Hz during the 10-s-long sound file.
In the left panels~g51! a segment of a secondary periodicity
of 5 ms/200 Hz appears at 2 s, whenF1 equals 200 Hz. As
F1 is increased, this secondary periodicity shifts and new
periodicities appear. The amplitude of the sidebands increase
whenF1 coincides with a partial. Eventually, the secondary
periodicities form continuous sidebands around the candi-

dates. Ifg is increased to 4~right panels! the sidebands are
suppressed such that the candidates can more easily be dif-
ferentiated from the sidebands. The candidates also appear
narrower.

Figure 4 illustrates the effects of window length,w, on
the frequency correlogram. The signal was a saw-tooth wave
of 100 Hz, frequency modulated610% at 10 Hz and fed
through a formant filter of 1000 Hz, bandwidth 100 Hz. For
w55 ms ~upper left panel! candidates are present at all
times, while the sidebands are intermittent. Time resolution
is good. Forw510 ms~upper right panel! the sidebands are
attenuated and time resolution is still good due to the simi-
larity betweenT0 and window length. Forw520 ms~lower
left panel! the candidates fade at rapid frequency transitions
due to poor time resolution, while the sidebands are well
suppressed. A window length equal to correlation delayn
~e.g., 10 ms atn corresponding to 100 Hz and 20 ms atn
corresponding to 50 Hz, etc.! yields a high time resolution,
visible, intermittent sidebands at high frequencies, but low
time resolution and no sidebands at low frequencies~bottom
right panel!. This is illustrated in terms of the steps inC2

overlap and extend over longer time than those pertaining to

FIG. 7. Examples of bicyclicF0 ~left panels! and amplitude variation~right panels! in saw-tooth waveforms.F0 and amplitude variations increased from 0%
to 10% and from 0% to 100%, respectively.
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C1 . As seen in the figure, a window length approximatingT0

appears appropriate. In cases of completely unknownT0 ,
however, a window length equal to correlation delay might
be preferable. In this case,C1 will always be analyzed with a
window of lengthT0 .

Figure 5 illustrates the effect of spectral tilt on side-
bands. The signal,F05100 Hz, was created by adding sinu-
soids according to a spectral tilt, which was continuously
varied at a constant rate from 0 to218 dB/octave over an
18-s-long sound file. This signal was fed through a formant
filter at 1000 Hz, bandwidth 100 Hz. It can be expected that
strong harmonics in the formant region will add extra peri-
odicities that are visible in the correlogram. Correspondingly,
if the signal only contains the fundamental, this is the only
periodicity that will be visible. These effects can be seen in
the figure, and we will describe the two cases that occur at 0
and 18 s, in which the partials atF1 are strong and weak,
respectively. A tilt of 0 dB/octave (t50 s) produces pro-
nounced sidebands. Theabsolutewidth of the candidates is
largely determined by the distance between the candidate and
the sideband. This distance is a direct function ofF1 , and
thus the candidate width is largely determined byF1 . In
other terms, therelative width is determined by the fre-
quency ratioF1 /F0 . On the other hand, at218 dB/octave
(t518 s) when the signal is dominated by the fundamental,
the absolute width is mainly determined byF0 , and thus the
relative width is nearly independent of bothF0 andF1 . The
width’s dependence onF1 can also be seen in Fig. 3, where

the candidates become narrower for higher values ofF1 . It
should be noted that it is not the increasing spectral tiltper se
that makes the sidebands fade away, but rather the fact that
the level of the partial at the formant is reduced. As a rule of
thumb, sidebands appear if the spectral level at the first for-
mant is near or above the level of the fundamental. However,
this is also slightly dependent on the chosen value ofg.

Figure 6 illustrates the effect of adding noise to a peri-
odic signal. At 0 s, the signal,F05100 Hz, is a saw-tooth
waveform, and at 10 s it consists of white noise only. This
signal was fed through a 1000-Hz formant filter, bandwidth
100 Hz. The levels of the saw-tooth waveform and the noise
were matched, so that the output level of the formant filter
was equal at the start and end of the sound file. This means
that the harmonics-to-noise ratio~HNR! was infinite at 0 s, 1
~0 dB! at 5 s, and 0 at 10 s. The effect of the noise on the
correlogram is noticeable at about 2 s, corresponding to an
HNR of 4 ~12 dB!. At about 5 s, or HNR51 ~0 dB!, the
candidates more or less disappear, the only visible periodic-
ity appearing at 1 ms and created by theF1 at 1000 Hz.

Figure 7 compares time and frequency correlograms of
synthesized saw-tooth waveforms that contain bicyclicF0 or
amplitude variation; this can be seen as a special case of
jitter or shimmer. In the jitter case, the period time~mean 10
ms! was varied every other period, starting at 0% and ending
at 610%. The jitter~left panels! can be seen as anF0 fluc-
tuation, the first candidateC1 splitting into two ‘‘stripes’’ that
reach 91 to 111 Hz at the end of the frequency correlogram

FIG. 8. Examples of randomF0 ~left panels! and random amplitude variation~right panels! in saw-tooth waveforms.F0 and amplitude variations was
restricted to610% and6100%, respectively.
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and 11 to 9 ms at the end of the time correlogram. In the
shimmer case~right panels!, the amplitude of the periods
was varied every other period. The magnitude of the shim-
mer varies from 0% at the start to6100% at the end, that is,
at the end, every second period has an amplitude of zero,
while the intermediate periods have an amplitude twice the
original. In this case, the first candidate also shows an oscil-
lating pattern, distinct however, from that characterizing jit-
ter. The odd-order candidates gradually fade as the shimmer
quantity increases. The shimmer magnitude is seen less
clearly than the jitter magnitude since the former is reflected
in terms of the gray scale while the latter is represented by
the position along they axis.

Figure 8 compares time and frequency correlograms of
synthesized saw-tooth waveforms that contain randomF0 or
amplitude variation; these represent other types of jitter and
shimmer. In the jitter case, the period time~mean 10 ms! was
randomly distributed within610%. The jitter~left panels!
can be seen as a randomF0 fluctuation, the first candidateC1

fluctuating in the range 91 to 111 Hz in the frequency corre-
logram and 11 to 9 ms in the time correlogram. In the shim-
mer case~right panels!, the amplitude of each period was
varied randomly. The magnitude of changes was 100%; in
other words, the amplitude was randomly distributed be-
tween zero and full scale. In this case, the first candidate also
shows a fluctuating pattern, again distinct from that charac-
terizing jitter.

Although the time correlogram is directly linked to the
waveform-matching function, we shall henceforth focus on
frequency correlograms.

2. Natural voices

Some examples of correlograms and narrow-band spec-
trograms of pathological voices are presented in Figs. 9–15.
All these figures concern examples of voices that may cause
difficulties for F0 tracking programs. The difficulties are due
to ambiguity about whetherF0 is represented byC1 or by C2

~Figs. 9, 10, and 11!, due to a high noise level and unstable
C1 ~Figs. 12, 13, and 14!, or due to the well-excited first
formant, which makes the sidebands hard to differentiate
from C1 ~Fig. 15!.

For describing the voices, the terminology proposed by
Hammarberg and Gauffin~1995! was used; all voice ex-
amples except one~Fig. 15! were taken from Hammarberg’s
library of pathological voices. The voice samples had been
rated by groups of 6 to 14 voice clinicians~speech language
pathologists and phoniatricians! using the Stockholm Voice
Evaluation Approach~SVEA! assessment protocols~Ham-
marberg, 1986, 2000!. These examples have been found use-
ful in teaching as archetypes of various perceived voice
properties, as in each example a particular voice quality is
dominant over others. However, since all natural voices are
perceptually multidimensional~Kreimanet al., 1994, 1996!,
each example still represents more than one single perceptual
feature. This well-known fact makes direct mapping of
acoustic to perceptual features difficult.

Figure 9 presents the voice of a man, age 41, who was
diagnosed with chronic laryngitis and whose voice quality
was characterized as rough. This example shows short~about

100 ms! bursts of bicyclicity starting at 0, 0.2, and 0.45 s.
Widening of the candidates can be seen at 0.1–0.2 s, 0.6–0.7
s, and 0.85–1 s. The two former cases of widening are prob-
ably due to the low amplitude of the overtones in the signal,
and the last is probably due to a low first formant. Figure 10
presents the voice of a man, age 32, who was diagnosed with
incomplete voice mutation and whose voice quality was
characterized as a mixture between vocal fry and gratings/
scrape. This example contains bicyclicity throughout most of
its duration. Figure 11 presents the voice of a man, age 29,
who was diagnosed with a benign tumor, perceived as having
gratings/scrape only.

These examples all show short~100 ms! bursts of bicy-
clicity, and the only obvious difference among them is theF0

at which they occur. In Fig. 10 there also is a longer~about
250 ms! bicyclic sequence. Careful inspection of the spectro-
grams ~lower panel! reveals subharmonics coinciding with
the bicyclic segments in the correlograms but with poorer
time resolution. The subharmonics could be visualized more
clearly in the spectrogram if a narrower bandwidth had been
chosen. This would, however, further deteriorate the time
resolution.

Figure 12 presents the voice of a man, age 50, who was

FIG. 9. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by roughness. Bicy-
clic segments appear around 0.05, 0.25, and 0.5 s. At about 0.8 s, there is a
lack of periodicity due to the voiceless consonant /t/.
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diagnosed with paralytic dysphonia, and whose voice quality
was characterized by hypofunctional breathiness with rough-
ness. The voice produces wide and unstable candidates. As
sometimes also found in rough voices, an instant of bicyclic-
ity occurs, neart50.7 s. However, the corresponding subhar-
monics in the spectrogram~lower panel! are not easily spot-
ted, probably due to the short duration of the bicyclicity.

Figure 13 presents the voice of a man, age 40, who was
diagnosed with paralytic dysphonia; the voice was character-
ized by hypofunctional breathiness. In the narrow-band spec-
trogram few harmonics except the fundamental are visible.
The correlogram shows wide candidates and no bicyclicity.

Figure 14 presents the voice of a woman, age 75, who
was diagnosed with paralytic dysphonia which shows re-
peated voice breaks between falsetto and modal register with
a high degree of instability~Hammarberg, 1986!. C1 sud-
denly disappears att50.5 and 1.35 s as the voice switches
from falsetto to modal.

Finally, Fig. 15 presents the voice of an opera singer.
Sidebands are prominent, indicating a well-excited first for-
mant. As also can be seen in the spectrogram, the singer
apparently tunedF1 to either two or three timesF0 , such
that either the second or third partial coincides withF1 . This

strategy increases the sound-pressure level, which is an im-
portant ability in operatic singing.

III. DISCUSSION

Since F0 fluctuation plays an important role in many
different pathological voice qualities,F0 extraction would be
one way to study such voice qualities. Unfortunately,F0 ex-
traction applied to voices with a high degree ofF0 perturba-
tion presents problems that are not easily solved. The most
typical example is bicyclic voice, whereF0 extractors tend to
yield F0/2. Since the transition from normal phonation to
bicyclicity can be gradual, although without a pitch glide, an
F0 extraction algorithm must determine when to switch from
displayingF0 to displayingF0/2. Such switching results in
an octave leap. In the correlogram, this problem is circum-
vented by eliminating the selection mechanism and display-
ing raw correlation functions in a three-dimensional graph.
Hence, the correlogram can describe highly perturbed voices,
even when the value ofF0 is far from obvious.

The appropriateness of extractingF0 from pathological
voices can sometimes be questioned. Pathological voices of-
ten show large period-to-period variation, and since the sig-

FIG. 10. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by vocal fry and
gratings/scrape. Bicyclic segments appear around 0.25 s, at 0.5–0.75 s, and
at 0.8–0.95 s.

FIG. 11. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by gratings/scrape.
Bicyclic segments appear around 0.05, 0.35, and 0.5 s and also with less
magnitude around 0.2 and 0.8 s. Note the abnormally highF0 .
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nal is not exactly repetitive, no strict period time exists; or,
an ambiguity exists with regard toF0 . For such voices, it
appears appropriate not to enforce anF0 selection, but rather
to display the correlation functions, as in a correlogram. In
some cases a perceptual evaluation of pitch may also be a
worthwhile alternative.

The interpretation of a correlogram requires some care,
however. While theF0 candidates appear as dark horizontal
bands, there can also be sidebands, which originate from
formant ringings of high amplitudes and are thus not to be
considered as candidates. Sidebands appear when an over-
tone coincides with a formant, and can mostly be identified
from their relatively less dark appearance~i.e., low correla-
tion!. In some cases, such as whenF1 is twice F0 , the dis-
tinction between sidebands and candidates can be less clear.

The presence of sidebands can also be used as an indi-
cation of a high positive level difference between the first
formant (L1) and the fundamental (L0). Hence, the presence
of sidebands may indicate a sonorous or pressed voice with a
well-excited first formant. On the other hand, a low or nega-
tive L12L0 difference has been shown to be related to hy-
pofunctional breathiness~Hammarberg, 1986!. In the corre-
logram this would correspond to a wide candidate. It must be

kept in mind, however, that the candidate width also depends
on the formant frequencies.

A correlogram is a time-domain analysis tool. This
means that it does not directly display spectral properties,
such as harmonics, which would require a Fourier transform.
It should be noted that the candidates have no direct connec-
tion to the harmonics of the signal. It is true thatC1 corre-
sponds to the first harmonic,H1 , but the presence ofC2 does
not necessarily indicate the presence of a subharmonic. How-
ever, the combined occurrence of a constantC2 and a vary-
ing C1 would indicate bicyclicity, and a constantC3 and a
varying C2 andC1 tricyclicity, etc. These characteristics in-
dicate the presence of subharmonics, although the subhar-
monicsper seare not visualized in a correlogram.

Compared to the narrow-band spectrogram, the correlo-
gram shows a better time resolution, due to the shorter time
windows needed. For instance, to display a narrow-band
spectrogram with visible subharmonics, the length of the
time window must correspond to several fundamental peri-
ods, whereas in the correlogram, the time windows typically
are as short as one fundamental period. The short time win-
dows have the effect that the correlogram can visualize short

FIG. 12. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by hypofunctional
breathiness with roughness. The candidates all are unstable and wide, and a
short instance of bicyclicity can be seen at around 0.7 s.

FIG. 13. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by hypofunctional
breathiness. All candidates are wide due to the dominant fundamental. The
segment between 1.0 and 1.7 s represents silence.
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bursts of bicyclicity that would not be easily seen in a
narrow-band spectrogram.

The correlogram has also been used for extraction ofF0

from violin playing ~Gleiser et al., 1998! by means of
manual tracing. In these experiments, the violin player was
accompanied by piano playing, which, however, was sup-
pressed by placing the microphone on the violin bridge. Vio-
lin sound typically presents difficulties inF0 extraction.
However, the correlogram method was surprisingly success-
ful and showed a remarkable insensitivity to the piano sound.
In this study, the vibrato rate was also extracted in a second
step, by performing correlogram analysis and tracing on the
extracted oscillatingF0 curve.

The computation of a correlogram is generally more
computationally intensive than the computation of a spectro-
gram. However, with the increasing power of computers, the
computation speed is less of a problem. For example, every
correlogram presented above required less than 3 s comput-
ing time on a 1700-MHz Pentium 4 system runningWIN-

DOWS 2000.
These initial applications suggest that the correlogram is

useful for future work for refining, revising, and standardiz-
ing the relations between acoustical voice characteristics and

perceived voice quality parameters. Correlograms should be
useful also for the training of an analytic listening to voice
qualities. Presenting images of the perturbation of voices to-
gether with the sounds seems a valuable opportunity that
may pave the way to a better agreement on the meaning of
voice terms across the voice community.

The correlogram illustrates the periodicity of the wave-
form in a robust way, since it lacks the selection mechanism
of F0 extractors. It illustrates differences between periodic
and random period-to-period variations. The robustness of
the correlogram should make it a particularly valuable tool
for periodicity analysis in such cases of pathologic speech
where standardF0 extraction methods fail or where they
present ambiguous results.

IV. CONCLUSIONS

Correlation functions have previously been used to ex-
tractF0 information from voice signals, automatically select-
ing a single value to representF0 , sometimes even in am-
biguous cases. The correlogram method presented here
shows the raw correlation functions. In cases of periodic or
quasiperiodic phonation, such as in some pathological
voices, it displays severalF0 candidates, and leaves the user

FIG. 14. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of speech. The voice was characterized by repeated register
breaks. At 0.4 and 1.35 s the voice switched from falsetto to modal. The
noise between 0.7 and 0.9 s is inhalatory stridor.

FIG. 15. Waveform~top!, correlogram~middle!, and narrow-band spectro-
gram ~bottom! of singing, operatic style. Prominent sidebands can be seen
either at two or three timesF0 due to a well-excited first formant.
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to select one by tracing, if appropriate. In some cases of
quasiperiodic phonation, the correlogram illustrates the type
of aperiodicity, differentiating signal characteristics such as
multicyclic or random perturbations, typically associated
with vocal fry or roughness. It should be worthwhile to test
the correlogram in cases of quasiperiodic signals where tra-
ditional F0 tracking methods fail.

ACKNOWLEDGMENTS

This work was supported by research grants from the
Bank of Sweden Tercentenary Foundation and the Swedish
Council for Work Life Research. We would also like to thank
Jan Gauffin and Stellan Hertega˚rd for valuable advice and
Johan Sundberg for discussions and editorial assistance.

Blomgren, M., Chen, Y., Ng, M., and Gilbert, H.~1998!. ‘‘Acoustic, aero-
dynamic, physiologic and perceptual properties of modal and vocal fry
registers,’’ J. Acoust. Soc. Am.103, 2649–2658.

DeKrom, G.~1995!. ‘‘Some spectral correlates of pathological breathy and
rough voice quality for different types of vowel fragments,’’ J. Speech
Hear. Res.38, 794–811.

Fourcin, A.~1986!. ‘‘Electrolaryngographic assessment of vocal fold vibra-
tion,’’ J. Phonetics14, 435–442.

Gauffin, J., Granqvist, S., Hammarberg, B., Hertega˚rd, S., and Ha˚kansson,
A. ~1995!. ‘‘Irregularities in the voice: Some perceptual experiments using
synthetic voices,’’ Proc. ICPhS-95, Vol. 2, pp. 242–245.

Gleiser, J., Friberg, A., and Granqvist, S.~1998!. ‘‘A method for extracting
vibrato parameters applied to violin performance,’’ TMH-QPSR 4/1998,
39–44.

Hammarberg, B.~1986!. ‘‘Perceptual and acoustic analysis of dysphonia,’’
published doctoral thesis, Dept. of Logopedics and Phoniatrics, Karolinska
Institute, Stockholm.

Hammarberg, B.~2000!. ‘‘Voice research and clinical needs,’’ Folia Phoni-
atr. Logop.52, 93–102.

Hammarberg, B., and Gauffin, J.~1995!. ‘‘Perceptual and acoustical charac-
teristics of quality differences in pathological voices as related to physi-
ological aspects,’’ inVocal Fold Physiology, Voice Quality Control, edited

by O. Fujimura and M. Hirano~Singular, San Diego!, pp. 283–303.
Hess, W.~1983!. Pitch Determination of Speech Signals~Springer, Berlin!.
Hess, W. ~1995!. ‘‘Determination of glottal excitation cycles in running

speech,’’ Phonetica52, 196–204.
Hillenbrand, J.~1988!. ‘‘Perception of aperiodicities in synthetically gener-

ated vowels,’’ J. Acoust. Soc. Am.83, 2361–2371.
Imaizumi, S. ~1986!. ‘‘Acoustic measures of roughness in pathological

voice,’’ J. Phonetics14, 457–462.
Ishiki, N., Okamura, H., Tanabe, M., and Morimoto, M.~1969!. ‘‘Differen-

tial diagnosis of hoarseness,’’ Folia Phoniatr.21, 9–19.
Karnell, M., Scherer, R., and Fischer, L.~1991!. ‘‘Comparison of acoustic

voice perturbation measures among three independent voice laboratories,’’
J. Speech Hear. Res.34, 781–790.

Kreimann, J., Gerrat, B., and Berke, G.~1994!. ‘‘The multidimensional na-
ture of pathologic voice quality,’’ J. Acoust. Soc. Am.96, 1291–1302.

Kreimann, J., and Gerratt, B. R.~1996!. ‘‘The perceptual structure of patho-
logic voice quality,’’ J. Acoust. Soc. Am.100, 1787–1795.

Ladefoged, P.~1988!. ‘‘Discussion of phonetics: A note on some terms for
phonation types,’’ inVocal Physiology: Voice Production, Mechanisms
and Functions, edited by O. Fujimura~Raven, New York!, pp. 373–375.

Laver, J. ~1980!. The Phonetic Description of Voice Quality~Cambridge
University Press, Cambridge!.

Omori, K., Kojima, H., Kakani, R., Slavit, D., and Blaugrund, S.~1997!.
‘‘Acoustic characteristics of rough voice: Subharmonics,’’ J. Voice11,
40–47.

Rabinov, R., Kreiman, J., Gerratt, B., and Bielamowicz, S.~1995!. ‘‘Com-
paring reliability of perceptual ratings of roughness and acoustic measures
of jitter,’’ J. Speech Hear. Res.38, 26–32.

Rothenberg, M.~1973!. ‘‘A new inverse filtering technique for deriving the
glottal airflow waveform during voicing,’’ J. Acoust. Soc. Am.53, 1632–
1645.
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The dependency of timbre on fundamental frequencya)
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The dependency of the timbre of musical sounds on their fundamental frequency (F0) was
examined in three experiments. In experiment I subjects compared the timbres of stimuli produced
by a set of 12 musical instruments with equalF0 , duration, and loudness. There were three sessions,
each at a differentF0 . In experiment II the same stimuli were rearranged in pairs, each with the
same difference inF0 , and subjects had to ignore the constant difference in pitch. In experiment III,
instruments were paired both with and without anF0 difference within the same session, and
subjects had to ignore the variable differences in pitch. Experiment I yielded dissimilarity matrices
that were similar at differentF0’s, suggesting that instruments kept their relative positions within
timbre space. Experiment II found that subjects were able to ignore the salient pitch difference while
rating timbre dissimilarity. Dissimilarity matrices were symmetrical, suggesting further that the
absolute displacement of the set of instruments within timbre space was small. Experiment III
extended this result to the case where the pitch difference varied from trial to trial. Multidimensional
scaling~MDS! of dissimilarity scores produced solutions~timbre spaces! that varied little across
conditions and experiments. MDS solutions were used to test the validity of signal-based predictors
of timbre, and in particular their stability as a function ofF0 . Taken together, the results suggest that
timbre differences are perceived independently from differences of pitch, at least forF0 differences
smaller than an octave. Timbre differences can be measured between stimuli with differentF0’s.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1618239#

PACS numbers: 43.75.Cd, 43.66.Jh, 43.66.Hg@NFV# Pages: 2946–2957

I. INTRODUCTION

The word ‘‘timbre’’ has several meanings. In a musical
context it designates aspects of sound that allow an instru-
ment to be identified and distinguished from others. In the
context of psychoacoustic experiments, it designates an el-
ementary sound quality akin to pitch or loudness~the
‘‘Klangfarbe’’ of Helmholtz, 1885!. In the next paragraph we
shall use the words ‘‘identity’’ and ‘‘quality’’ to distinguish
these two meanings, respectively. The identity of a musical
instrument obviously depends in some way on the quality of
the sounds it produces~their ‘‘timbre’’ in a psychoacoustic
sense!. However, this dependency may be complex.

For certain instruments, quality varies as a function of
the note played, the intensity at which it is played, and time.
This is obvious from casual listening, and corroborated by
measurements or calculations that show variations of signal
properties that are known to affect sound quality~spectral
centroid, harmonicity, etc.! ~Martin, 1999!. For example,
notes of the trumpet become brighter with increased intensity
~Luce and Clark, 1967!, while those of the violin are subject
to complex interactions between body resonances and the
harmonic spectrum of string vibration~Fletcher and Rossing,
1998!. The latter varies with fundamental frequency (F0)
and thus with the note played. The timbre of a wind instru-
ment may change abruptly between the low register~with the

register hole closed! and the high register~with the hole
open!, a characteristic revealed only if the instrument is
played over a range of notes~Risset and Wessel, 1999!.
Sound qualities produced by a particular instrument follow a
particular ‘‘trajectory,’’ and indeed we could formulate the
hypothesis that this in part determines its identity. In other
words, timbre ~identity! might depend on thepattern of
variation of timbre~quality! specific to an instrument. To test
such a hypothesis experimentally requires comparing timbre
~quality! across time, intensity, orF0 . The purpose of the
present study was to characterize variations of timbre~qual-
ity! as a function ofF0 .

The standard methodology for studying timbre is multi-
dimensional scaling~MDS! ~Grey, 1977!. Typically, subjects
are presented with pairs of sounds and asked to rate their
dissimilarity on a continuous scale. Dissimilarity scores are
processed by an MDS algorithm to produce models of ‘‘tim-
bre space’’ that give insight into the nature of the timbre
percept. It is usually found that the timbre space involved in
a task is of small dimensionality~two to four dimensions!,
that different subjects may weight dimensions differently,
and that these dimensions can usually be predicted by signal-
based ‘‘descriptors.’’ The relevant dimensions~and corre-
sponding descriptors! tend to vary between experiments, no
doubt as a function of the set of sounds included in each
experiment. Nevertheless certain dimensions~e.g., ‘‘bright-
ness,’’ predicted by a ‘‘spectral centroid’’ descriptor! tend to
recur in all. MDS seems the appropriate tool to study varia-
tions of timbre withF0 .

There are potential problems however. A difference in

a!Portions of these results were presented at the 141st meeting of the Acous-
tical Society of America.

b!Electronic mail: jeremy.marozeau@ircam.fr
c!Electronic mail: alain.de.cheveigne@ircam.fr
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F0 produces a difference inpitch that adds to the dissimilar-
ity between sounds. Even if this extra term is constant, its
contribution sets a lower limit to every dissimilarity score,
and so the method could be insensitive to small variations in
timbre. Worse, if theF0-dependent term varies, these varia-
tions would be confounded with variations of timbre-related
dissimilarity and affect the validity of cross-F0 timbre com-
parisons. Past studies that allowedF0 to vary generally
found that pitch dominated dissimilarity at the expense of
timbre ~Miller and Carterette, 1975!, with the result that
MDS solutions were relatively insensitive toF0-induced
variations of timbre.

One solution is to instruct subjects toignorepitch when
making timbre judgments. Unfortunately we are nota priori
certain that they can do so. Pitch and timbre might not be
separable, that is, timbre comparisons may be possible be-
tween sounds with the same pitch, but not between sounds
with different pitch. This worry is reinforced by the scarcity
of F0-dependent timbre studies in the past. A first aim of our
study was to determine whether subjects can reliably make
cross-F0 comparisons of timbre while ignoring differences in
pitch.

If they can, we may hope to bring an empirical answer
to a question such as: how does timbre change withF0? Two
sorts of change are to be expected: first, instrument-specific
changes such as evoked earlier, for example due to changes
of resonator geometry as a function of the note played, and
second, hypothetical changes of a more basic nature, due to a
perceptual interaction between pitch and timbre, or the pres-
ence ofF0 as a cofactor in the relation between signal de-
scriptors and psychophysical dimensions of timbre. A second
aim of our study was to measureF0-dependent timbre
changes, in particular of a basic, noninstrument-specific na-
ture.

There are reasons to expect interactions between pitch
and timbre. While pitch is defined as ‘‘that attribute of audi-
tory sensation in terms of which sounds may be ordered on a
scale extending from low to high’’~ANSI, 1960!, more com-
plex structures have been proposed such as a spiral involving
both a linear dimension of tone height and a circular dimen-
sion of chroma~Shepard, 1964; Ueda and Nimmo-Smith,
1987!. Chroma is related to fundamental periodicity, while
tone height depends more on the spectral envelope~Patterson
et al., 1993!. The envelope also determines timbre, so it
could be that timbre and pitch are not entirely distinct. This
might result in nonseparability~if a pitch difference degrades
comparisons between timbre! or a systematic shift~if pitch
and timbre are partly colinear!.

To a first approximation, the spectral envelope of a
vowel does not change with variations ofF0 , and vowel
identity ~another usage of ‘‘timbre’’! is likewise relatively
invariant. Small systematic variations have nevertheless been
observed~see de Cheveigne´ and Kawahara 1999, for a re-
view!. Slawson~1968! asked subjects to adjust the formant
frequencies of different-F0 vowels so that they had the same
timbre. The best match was obtained for a 10% increase of
formant frequencies for a one-octave increase inF0 . This
suggests that envelope-related dimensions of timbre might
depend onF0 in addition to their dependency on envelope

characteristics. In other words,F0 might need to be included
as a cofactor in the formulas of signal-based descriptors that
predict those dimensions.

A third aim of our study was to test the validity of
signal-based descriptors acrossF0 . Signal-based measures
that correlate well with perceptual dimensions revealed in
MDS studies~such as spectral centroid, log attack time or
spectral flux! have been proposed as ‘‘descriptors’’ for appli-
cations such as the retrieval of multimedia data~Misdariis
et al., 1998; Peeterset al., 2000!. Such applications involve
data at a wide range ofF0’s, yet these descriptors have been
tested only with a restricted set ofF0’s ~often only one!.
There is clearly a need to verify their generality, and if nec-
essary to modify them to improve their generality. This
might entail adjustment of the formulas to remove a spurious
F0 dependency, or inclusion of anF0-dependent corrective
term or, in the extreme, establishment of an array of
F0-dependent formulas.

It is worth discussing the forms of dependency of timbre
on F0 that we expect to find. Supposing a ‘‘timbre space’’
such as revealed in MDS studies, three hypotheses can be
distinguished:~1! invariance of instrument positions with
changes inF0 , ~2! isometric displacement keeping relative
positions invariant, and~3! non-isometric displacement.

According to hypothesis~1!, variations of timbre with
F0 are negligible compared for example to between-
instrument differences. Hypothesis~2! allows for a rotation
or drift in timbre space common to all instruments. Hypoth-
esis~3! allows that timbres of individual instruments change
in arbitrary ways. The experiments were designed to decide
between these hypotheses.

We used recordings of natural musical instrument
sounds as stimuli. By doing so we confounded two sorts of
F0-dependent timbre changes: those specific to instruments,
and those of a non-instrument-specific nature. We reasoned
that natural instrumental sounds would guarantee the musical
relevance of our sampling, while instrument-specific effects
could be interpreted by aposthocanalysis of the waveforms
of the stimuli.

II. EXPERIMENTS

A. Experiment I

Experiment I consisted of three sessions labeled a, b,
and c. In each, subjects rated the dissimilarity between
stimuli with the sameF0 . This F0 varied from session to
session.

1. Methods

a. Stimuli. Ten natural and two synthetic instruments
were used. Each instrument was played at three notes: B3
~247 Hz!, C]4 ~277 Hz! and Bb4~466 Hz!, chosen to ex-
plore the effects of a small difference~two semitones: B3–
C]4! and a moderate difference~11 semitones: B3–Bb4! of
F0 . Natural instrument samples were extracted from the Stu-
dio On Line ~SOL! database of Ircam~IRCAM, 2000!: gui-
tar ~B3 was played on the E string, C]4 on the A string, and
Bb4 on the D string!, harp, violin pizzicato~B3 and C]4 on
the G string, Bb4 on the D string!, bowed violin~strings were
the same as for the violin pizzicato!, bowed double bass~all
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notes were played on the G string!, oboe, clarinet, flute, horn
in F, trumpet in C. In the following, these instruments will be
abbreviated as Gu, Hr, Vp, Vl, Ba, Ob, Cl, Fl, Ho, and Tr,
respectively. In addition to these natural instruments, syn-
thetic instruments SA and SB were created using fixed spec-
tral envelopes derived from that of the saxophone.

Stimuli were clipped to a duration of 1.5 s by applying a
200-ms cosinusoidal offset ramp. Amplitudes were deter-
mined by asking six subjects~who did not participate in the
main experiments! to adjust levels of stimuli presented at
approximately 60 dB SPL for equal loudness. Stimuli were
sampled at a rate of 44 100 Hz with 16-bit resolution, and
presented diotically over Sennheiser 520 II headphones.

b. Subjects. Twenty-seven subjects aged 22 to 30~14
men and 13 women, 15 musicians and 12 nonmusicians!,
participated in the experiment. Musicians were defined as
having played an instrument for at least 3 years.

c. Procedure. Before the experiment, the subjects were
informed that the goal of the experiment was to estimate the
similarity of timbre between sounds. Timbre was defined as
‘‘the fourth component of sound quality, the first three being
pitch, loudness and duration.’’ For each pair, they were in-
structed to judge whether the timbres were similar or differ-
ent, using the entire scale of the cursor. Eventual differences
of pitch, loudness, duration or ‘‘recording noise’’ were to be
ignored. The identity of the instrument, if recognized, was
also to be ignored. Subjects sat inside an audiometric booth.
Presentation software was based on the PsiExp environment
~Smith, 1995!. The screen comprised a mouse-controlled cur-
sor labeled from ‘‘similar’’~coded 0! to ‘‘different’’ ~coded
1!, and two buttons~one to listen to the pair again, the other
to validate the response!. The experiment consisted of three
sessions that were performed on the same day, separated by
5-min breaks. Before each session the subjects were pre-
sented with each of the 12 stimuli in random order to ac-
quaint them with the range of timbre differences in the set of
instruments. They were then presented with the full set of 66
pairs of different stimuli. The order within pairs and the or-
der of pairs were random~a different randomization was
used for each session and subject!. Data for this and the

following experiments are available at http://www.ircam.fr/
pcm/archive/timbref0.

2. Results

a. Outliers, effect of musical experience. Correlation co-
efficients between dissimilarity scores were calculated for all
pairs of subjects. These scores were submitted to a hierarchi-
cal cluster analysis based on the nearest-neighbor~complete
linkage! algorithm~Kaufman and Rousseeuw, 1990!. On the
basis of this and a similar analysis for experiment II, three
subjects were discarded for both experiments. Analysis was
performed on data of the remaining 24 subjects.

To reveal an eventual effect of musical experience, an
analysis of variance~ANOVA ! was performed for each ses-
sion with between-subjects factor musical experience~2! and
within-subjects factor instrument pair~66!, taking into ac-
count the fact that experience levels were represented by
variable numbers of subjects~Abdi, 1987; Wonnacott and
Wonnacott, 1990!. No effect of musical experience was
found, either as a main effect@F(1,22),1# or as an interac-
tion @F(65,1430),1#. Data for both groups are subse-
quently combined.

b. Dissimilarity matrices. Dissimilarity scores for each
subject and session were placed in a matrix of dimension
nXn, wheren is the number of stimuli and thei j th entry
( i . j ) is the dissimilarity between stimulii and j. Since or-
der was not distinguished, only the lower triangle was filled.
Matrices averaged over subjects are plotted in Fig. 1 for the
three sessions. Averaged overF0’s and subjects, dissimilari-
ties ranged from 0.146 between the guitar and the harp to
0.872 between the trumpet and the violin pizzicato. One can
distinguish two groups of instruments: impulsive~Gu,Hr,Vp!
and sustained~Vl,Ba,SA,SB,Ob,Cl,Fl,Ho,Tr!. Dissimilarities
tended to be small within each group~upper left and lower
right triangles! and large between groups~lower left rect-
angle!, a pattern that was stable acrossF0’s.

To quantify the effects ofF0 , a repeated-measures
ANOVA was performed with factors F0 (3)
3 instrument pair (66). Results are shown in Table I. The

FIG. 1. Dissimilarity matrices for the three sessions of experiment I. Within each matrix, each square represents the dissimilarity between two instruments.
Darker means greater dissimilarity. The first three columns of each matrix correspond to impulsive instruments~Gu, Hr, Vp!. Dissimilarities are greater for
pairs that associate an impulsive instrument with a sustained instrument than for pairs of instruments within either group. Patterns of dissimilarity are similar
at eachF0 .
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effects of both main factors were significant, as was their
interaction. It is instructive to consider effect sizes. The per-
centage of total variance accounted for by each effect is in-
dicated by theR2 coefficient~last column in Table I! ~Won-
nacott and Wonnacott, 1990!. The main effect of instrument
pair represents the part of interinstrument dissimilarity that is
constant acrossF0 . It accounts for about 47% of the vari-
ance. The interaction and main effect ofF0 together repre-
sent the part of dissimilarity that varies acrossF0 . They
account for only about 5%. In agreement with the relatively
small interaction, correlation coefficients between matrices
~averaged over subjects, considering only the lower triangu-
lar parts! are relatively large: 0.88 between ‘‘a’’ and ‘‘b,’’
0.81 between ‘‘a’’ and ‘‘c,’’ and 0.89 between ‘‘b’’ and ‘‘c’’
~df564, p,0.001 for all three coefficients!.

It could be argued thatF0-related effects are dwarfed by
the contrast between impulsive and sustained instruments.
Table II shows the percentage of variance accounted for by
each effect for the full data set~column 2!, or when dissimi-
larity scores are restricted to pairs of impulsive, sustained, or
impulsive and sustained instruments~columns 3–5!. After
removing this major source ofF0-independent variance, as
expected,F0-independent effects represent a smaller propor-
tion of total variance. However they still are larger than
F0-related effects.

To summarize the results of experiment I, interinstru-
ment timbre dissimilaritiesvaried significantly withF0 , but
the variation was relatively small. It would be nice to con-
clude thattimbresthemselves were stable to the same degree
@hypothesis~1! of the Introduction#. Unfortunately the results
of experiment I do not allow us to draw that conclusion. As

comparisons were made only at constantF0 , an eventual
shift or rotation of the entire set of instruments in timbre
space@hypothesis~2!# could not be detected. Furthermore, as
subjects were instructed to use the full scale of dissimilarities
in each session, an eventual compression or expansion also
could not be detected. The next experiment allows for a shift,
rotation, compression, or expansion to be detected.

B. Experiment II

In experiment II subjects rated the dissimilarity between
stimuli with a constantdifferenceof F0 (DF0) of either 2
semitones or 11 semitones. In contrast to experiment I, the
response matrices were full, as each instrument pair was
compared using bothF0 orders, and same-instrument pairs
were included. Subjects were instructed to ignore differences
in pitch which, contrary to experiment I, were salient. Sup-
posing they can do so, this experiment allows us to refine the
conclusions of experiment I, and in particular to decide be-
tween hypotheses~1! ~invariance! and~2! or ~3! ~isometric or
non-isometric deformation!.

If hypothesis~1! is true, dissimilarity matrices should
show three features. First, values on the diagonal should be
zero. Second, the matrix should be symmetric: the lower
triangular part should be the mirror image of the upper tri-
angular part. Third, the lower triangular part should be iden-
tical to that observed at eachF0 in experiment I. To under-
stand why the matrix should be symmetric, consider two
instruments~X and Y! that differ along some dimension of
timbre space~abscissa of Fig. 2!. The positions ofX and Y
along this dimension at twoF0’s are represented byX1 , Y1

andX2 , Y2 , respectively. From experiment I we know that
distancesX1Y1 and X2Y2 are approximately equal. If addi-
tionally the timbres themselves are stable along this dimen-
sion, then we must haveX1Y25X2Y1 @Fig. 2~a!#. If instead
they shift along this dimension, thenX1Y2ÞX2Y1 @Fig.
2~b!#. Equality thus means either that timbres ofX andY did
not shift withF0 , or that the shift was in a directionorthogo-
nal to the dimension along whichX andY differ. Supposing
that this holds for all instrument pairs, it follows that timbres
did not move in the timbre space that spans the instrument
set. Symmetry of the dissimilarity matrix, if observed, im-
plies timbre invariance with respect toF0 @hypothesis~1!#.

1. Methods

Stimuli were those of experiment I, paired with a con-
stant DF0 of 2 semitones~B3–C]4, session ‘‘a’’! or 11

TABLE I. ANOVA table for experiment I. S: subjects,F0 : fundamental
frequency, I: instrument pairs, SS: sum of squares, MS: mean square,F:
F-values,e: Greenhouse–Geisser correction factor applied to the degrees of
freedom,p: correctedp-value, R2: percentage of total variance accounted
for by each effect. Adding a total of 48.5% due to intersubject differences,
variance scores sum to 100%.

Source df SS MS F e p R2

S 23 32.02 1.39
F0 2 0.93 0.46 5.72 0.90 0.008 0.3
F0* S 46 3.73 0.08
I 65 167.65 2.58 53.97 0.10 0.0001 46.6
I*S 1495 71.45 0.05
F0* I 130 16.53 0.13 5.65 0.122 0.0001 4.6
F0* I* S 2990 67.29 0.02

TABLE II. Percentage of variance accounted for by each effect in experi-
ment I, for the complete data set~All ! or for data restricted to pairs of
impulsive or sustained instruments, or to mixed pairs~impulsive and sus-
tained!. The first line (F0-related! represents the sum of theF0 effect and its
interactions. The last line~other! represents variance due to disagreement
between subjects. Each column sums to 100.

Source

R2(%)

All Impulsive Sustained Mixed

F0-related 4.9 10.2 9.5 3.8
I 46.6 26.2 16.4 17.1
Other 48.5 63.6 74.1 79.1

FIG. 2. Experiment II. Illustration of the hypothetical effect ofF0 on a
dimension of timbre space~abscissa! along which two instrumentsX andY
differ. The instruments are represented at two differentF0’s as X1 ,Y1 and
X2 ,Y2 respectively, and it is supposed thatX1Y15X2Y2, as found in ex-
periment I. The left plot illustrates hypothesis~1! ~invariance! and the right
hypothesis~2! ~isometric shift!. The latter impliesX1Y2ÞX2Y1.
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semitones~B3–Bb4, session ‘‘b’’!. All pairs were included,
resulting in 144 stimulus pairs per session. Within a session,
the order ofF0’s ~low-high or high-low! was always the
same, so as to make it easier for subjects to ignore the dif-
ference in pitch. Subjects were the same 27 that participated
in experiment I. The three subjects that were eliminated from
experiment I were also eliminated here. The remaining sub-
jects were divided into four groups of approximately the
same size~six to eight subjects! that differed in the order of
presentation of sessions~‘‘ab’’ versus‘‘ba’’ !, and in the order
of F0’s within each session~low-first versus high-first!. The
proportion of musicians and nonmusicians was approxi-
mately the same in each group. Subjects performed both ses-
sions on the same day~approximately one week after experi-
ment I!, separated by a 10-min pause.

2. Results

a. Dissimilarity matrices. Matrices averaged over sub-
jects are plotted in Fig. 3 for the two sessions. Several fea-
tures are obvious. First, ratings along the diagonals are rela-
tively small. Second, the matrices appear fairly symmetrical.
Third, the two matrices resemble each other. Fourth, the
lower triangular parts of each matrix resemble the three ma-
trices of experiment I.

To quantify these effects, the upper and lower triangular
parts of both matrices were excised, ignoring the diagonals.
The upper triangular parts were reflected with respect to the
diagonal so as to have the same shape as the lower triangular
parts, and the data were submitted to a repeated-measures
ANOVA with factors instrument pairs (66)3DF0(2)3F0

orders ~2!. Results are shown in Table III. TheF0 order
factor ~upper versus lower triangular parts! is not interpret-
able in itself as it depends on the arbitrary way in which
instrument pairs were combined withF0 pairs. It is included
so as to allowF0-dependent variance to be quantified.

Main effects and two-way interactions were significant,
the three-way interaction was not. Effect sizes are quantified
by R2 scores~last column of Table III!. The pair effect rep-
resents 43.8% of total variance, whereasF0-related effects
together sum up to a total of only 2.8%. As in experiment I,
it appears that timbre dissimilarity depends onF0 differences

to a limited degree. Taking the average over lower and~re-
flected! upper parts of the matrix for each session, the corre-
lation coefficient between sessions is 0.95~df564, p
,0.001). Averaging over sessions within experiment II and
within experiment I, the correlation coefficient between ex-
periments is 0.98~df564, p,0.001).

Table IV shows the percentage of variance accounted for
by each effect for the full data set~column 2!, or when dis-
similarity scores are restricted to pairs of impulsive, sus-
tained, or impulsive and sustained instruments~columns
3–5!. The ratio ofF0-invariant effects~I! to F0-dependent
effects (DF0 , etc.! is smaller for restricted sets~particularly
pairs of sustained instruments! than for the full set. Never-
theless, for each subsetF0-invariant effects remain larger
thanF0-dependent effects.

When the diagonals of the matrices~not included in the
previous analysis! were averaged over instruments, dissimi-
larity was 0.11 at 2 semitones and 0.20 at 11 semitones.
Single samplet-tests show that the mean is significantly dif-
ferent from zero @ t(287)510.7, p,0.0001 for 2 ST;
t(287)515.4, p,0.0001 for 11 ST#. Further, in a repeated-
measures ANOVA with factors Instrument (12)3DF0(2),
the main factors were significant@F(11,253)55.3, e50.43,
p50.0001 andF(1,23)516.1,p50.0005, respectively#, but
their interaction was not. These results suggest that the pitch
difference affected the dissimilarity judgments and that the

FIG. 3. Dissimilarity matrices for the two sessions of experiment II, each
corresponding to a differentF0 pair. The lower triangular part corresponds
to pairs for which the instrument on the abscissa was on the lowerF0 and
the instrument on the ordinate on the higher. The upper triangular part cor-
responds to the opposite order. The diagonal represents instruments com-
pared to themselves with anF0 difference.

TABLE III. ANOVA table for experiment II. S: Subjects, I: Instrument
pairs, DF0 : F0 difference, O:F0 order, SS: sum of squares, MS: mean
square,F: F-values,e: Greenhouse–Geisser correction factor applied to the
degrees of freedom,p: correctedp-Value, R2: percentage of total variance
accounted for by each effect~intersubject differences amounted to 53.4%!.

Source df SS MS F e p R2

S 23 54.5 2.37
DF0 1 1.01 1.01 5.31 1 0.03 0.2
DF0* S 23 4.37 0.19
O 1 0.69 0.69 10.48 1 0.003 0.1
O*S 23 1.52 0.07
I 65 221.4 3.41 51.5 0.08 0.0001 43.8
I*S 1495 98.9 0.07
DF0* O 1 0.23 0.23 7.54 1 0.012 0.04
DF0* O* S 23 0.68 0.03
DF0* I 65 5.58 0.09 3.62 0.21 0.0001 1.1
DF0* I* S 1495 35.45 0.02
O*I 65 4.14 0.06 2.3 0.2 0.006 0.8
O*I*S 1495 41.33 0.03
DF0* O* I 65 2.47 0.04 1.71 0.19 0.06 0.5
DF0* O* I* S 1495 33.28 0.02

TABLE IV. Percentage of variance between dissimilarity scores accounted
for by each effect of experiment II, for the entire data set~All ! or for data
restricted to pairs of impulsive, sustained, or impulsive and sustained
~mixed! instruments. The last line~Other! represents variance due to dis-
agreement between subjects. Each column sums to 100.

Source

R2(%)

All Impulsive Sustained Mixed

DF0-dependent 2.8 6.3 4.6 2.8
I 43.8 29.2 15.2 9.1
Other 53.4 64.5 80.2 88.1
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effect increased with increasing pitch difference. The effect
was independent of instrument, however.

Supposing timbre invariance, we expected the diagonals
to be zero. To some degree, the nonzero values observed can
be attributed to an edge effect due to the fact that the re-
sponse range had a lower bound of zero~variability of re-
sponses then necessarily results in a nonzero mean!. How-
ever, given the significant effects of instrument andDF0 this
explanation is at best incomplete: we must admit a shift of
timbre withF0 ~or a contamination of dissimilarity responses
with pitch dissimilarity!. The values on the diagonal are nev-
ertheless small. Averaged overDF0’s, same-instrument dis-
similarities were smaller~mean: 0.16! than different-
instrument dissimilarities~mean: 0.59!. The largest same-
instrument dissimilarity~0.25 for the flute! was smaller than
every different-instrument dissimilarity score except one~0.1
for Gu/Hr!.

To summarize the results of experiment II, a first out-
come is that subjects can compare timbre acrossF0 despite
salient pitch differences. Subjects apparently performed the
tasks of experiments I and II in similar fashion. As a second
outcome, we can rule out the hypothesis of a large global
shift of timbre space withF0 , as dissimilarity matrices were
symmetrical and their diagonals small. This extends the con-
clusion of experiment I that instruments retain their relative
positions asF0 changes: they also do not shiftas a group.
However, beyond these conclusions valid in the first approxi-
mation, both experiments revealed effects that were signifi-
cant, albeit small. It would be nice to infer from these effects
the nature of shifts of individual intruments. Unfortunately,
each score reflects the timbre oftwo instruments, and it is not
obvious which of the two determined a change in dissimilar-
ity. Experiment III introduces a new form of analysis that
reveals timbre changes of individual instruments withF0 .

C. Experiment III

In experiment III subjects rated timbre dissimilarity be-
tween pairs of instruments with and without a difference in
F0 . The aim was to extend and generalize the results of
experiments I and II, and in particular to see whether sub-
jects could make reliable timbre dissimilarity judgments be-
tween sounds that differed by a variable amount along the
pitch dimension.

1. Methods

To keep the stimulus set size within reasonable limits, 9
instruments were selected among the 12 used in experiments
I and II. These were Gu, Hr, Vp, Vl, SA, Ob, Cl, Ho, and Tr.
Each was played at twoF0’s, resulting in a set of 18 sounds
that were paired~excluding comparisons between the same
instrument at the sameF0) to produce 153 pairs that were
presented in a single session with a 5 min pause half-way.
There were two sessions: ‘‘a’’ with notes B3 and C]4 ~2
semitones!, ‘‘b’’ with notes B3 and Bb4 ~11 semitones!.
Within a session, different-F0 pairs were presented in the
same order, low-high or high-low~depending on the subject!.
Otherwise, presentation conditions and instruments were the
same as for experiment II.

Session ‘‘a’’ involved 25 subjects aged 19 to 30, 15 men
and 10 women, 13 musicians and 12 nonmusicians. None
had participated in experiments I or II. Session ‘‘b’’ involved
18 subjects~11 of which had taken part in session ‘‘a’’!, aged
19 to 30, eight women and ten men, nine musicians and nine
nonmusicians.

2. Results

a. Outliers. Among the 25 subjects of session ‘‘a,’’ three
gave answers that were poorly correlated with the rest@r
,0.33# and were excluded from the analysis. None were
excluded from session ‘‘b.’’

b. Dissimilarity matrices. Dissimilarity scores averaged
over subjects were placed in the lower triangular part of a
matrix as shown in Fig. 4~a! for session ‘‘a.’’ This matrix has
three parts: an upper-left triangle~instruments compared at
B3!, a lower-right triangle~instruments compared at C]4!,
and a 939 square~instruments compared acrossF0’s!. The
two triangles are analogous to the matrices of experiments Ia
and Ib, the square to that of experiment IIa.

FIG. 4. Dissimilarity matrices for experiments IIIa and IIIb. For the axis
labels, indices 1 and 2 mean that instruments were played at B3 and C]4,
respectively~Bb4 in experiment IIIb!.
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To compare results with those of experiments I and II, a
triangular matrix similar to the one just described was popu-
lated with scores from corresponding conditions of experi-
ment Ia~upper left triangle!, Ib ~lower right triangle! and IIa
~square!. The correlation between this composite matrix and
that obtained from experiment IIIa was 0.95~df5151, p
,0.0001). Similarly, a triangular matrix was populated with
scores of experiments Ia, Ic, and IIb. The correlation between
this composite matrix and that obtained from experiment IIIb
was 0.92~df5151,p,0.0001). This indicates a high degree
of similarity between data sets despite the difference in task
and subjects. Overall ANOVAs are not reported here~they
support conclusions similar to experiments I and II!. Instead,
a different analysis is presented that assigns effects to timbre
changes of individual instruments.

c. Instrument-specific ANOVAs. Each of the nine instru-
ments was analyzed in turn. For each, the eight other instru-
ments were used as ‘‘anchors’’ with respect to which to mea-
sure its timbre changes.

To illustrate the principle, take an instrumentX and de-
note its timbre at two differentF0’s as X1 and X2 , assimi-
lated to two points in timbre space. We wish to know ifX1

andX2 are distinct, and for this we use a second instrument
Y as anchor. We ignore eventual shifts ofY itself for the
moment. The displacement ofX towards or away fromY can
be estimated by comparingX1Y and X2Y. In geometric
terms, the equality

X1Y5X2Y ~1!

implies that X has followed a hypersphere centered onY
~illustrated as a circle in Fig. 5!. If a similar equality holds
for another anchor instrumentZ, thenX1 and X2 belong to
the intersection of two hyperspheres. In the plane~Fig. 5!,
the intersection consists of two points on a line perpendicular
to YZ. In three dimensions it would be a circle in a plane
orthogonal toYZ, and in higher dimensions a sphere or hy-
persphere in a hyperplane orthogonal toYZ. In every case
the displacement isorthogonal to the timbre dimension
along whichY andZ differ. If Eq. ~1! holds for every anchor,
taking them two by two, it follows that the displacement ofX
is orthogonal to the subspace that contains the anchors. Sup-

posing that the anchors together span the whole of timbre
space,X did not move in this space.

Actually, each instrument has two positions, e.g.,Y1 and
Y2 for Y. Either could be used as the anchor, but there is a
difficulty. Testing for X1Y15X2Y1, instruments on the left
have the sameF0 but those on the right differ. The compari-
son is thus sensitive to eventual effects of anF0 difference
per se~for example, if subjects failed to completely ignore
pitch!. Using Y2 instead as the anchor we have a similar
problem in the other direction. However, by adding term to
term,

X1Y11X1Y25X2Y11X2Y2, ~2!

F0-related effects apply equally to both sides and thus bal-
ance out. Equation~2! can be used in place of Eq.~1! for the
previous analysis. To summarize, if Eq.~2! holds when an
instrument is compared to each of the eight others, we may
assume that that instrument’s timbre did not change withF0 .

d. Two semitones. For each instrumentX, terms of Eq.
~2! were compared using a repeated-measures ANOVA with
factors anchor (8)3F0 (2). To beprecise: theF0 factor con-
trasted timbresX1 andX2 at two differentF0’s by comparing
X1Y11X1Y2 to X2Y11X2Y2. The anchor factor contrasted
the various anchor instrumentsY. Nine such ANOVAs were
performed. The main effect of anchor was, as expected,
highly significant for all instruments, and will not be consid-
ered further. For seven instruments~Gu,Hr,Vl,SA,Ob,Cl,Ho!,
the effect of F0 and its interaction with anchor were not
significant. For the trumpet, the main effect ofF0 was sig-
nificant but tiny (R250.4%, as compared to 65.5% for an-
chor!. For the violin pizzicato, both the main effect ofF0 and
its interaction with anchor were significant and relatively
large. The other instruments remained essentially stable
when F0 changed from B3 to C]4. These results are sum-
marized in columns 2 and 3 of Table V.

e. Eleven semitones. Similar ANOVAs were performed
for session ‘‘b.’’ Effect sizes are summarized in the last two
columns of Table V. These effects were nonsignificant for
Gu, Hr, and Ho, and very small for Cl. They were significant
and larger for Vp, Vl, SA, Ob, and Tr.

FIG. 5. Experiment III. Schema illustrating the anchor method of analysis of
timbre change. The plane represents a hypothetical two-dimensional timbre
space,Y and Z are ‘‘anchor’’ instruments, andX is an instrument whose
displacement withF0 is being considered. If the dissimilarity ofX with
respect toY does not change when theF0 of X is changed,X1 andX2 must
be on a circle centered onY. Similarly, if dissimilarity with respect toZ does
not change,X1 and X2 must also belong to a circle centered onZ. The
displacement ofX is therefore on a line orthogonal toYZ. If the same is true
for all anchor pairs, the displacement ofX is orthogonal to the space they
span~or else it is zero!.

TABLE V. Effect size (R2) of factorsF0 andF03anchor for each instru-
ment at bothDF0’s. Only effects significant at thep,0.05 level are shown.
These figures quantify the magnitude of displacement of each instrument in
timbre space as a function ofF0 .

Instrument

R2(%)

2 semitones 11 semitones

F0 F03anchor F0 F03anchor

Gu ¯ ¯ ¯ ¯

Hr ¯ ¯ ¯ ¯

Vp 2.79 2.51 ¯ 4.28
Vl ¯ ¯ 1.17 ¯

SA ¯ ¯ 0.55 1.52
Ob ¯ ¯ 1.23 1.92
Cl ¯ ¯ 0.59 ¯

Ho ¯ ¯ ¯ ¯

Tr 0.40 ¯ 1.66 1.92
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To summarize the results of experiment III, subjects suc-
ceeded in making timbre dissimilarity judgments while
largely ignoring a difference in pitch that was present on
some trials and not on others. Experiments I and II had found
timbre dissimilarityto be fairly stable withF0 changes. Ex-
periment III refined this conclusion:timbre itself was stable
for some instruments~eight for 2 semitones, four for 11
semitones, out of nine intruments!. Timbres of others ap-
peared to change slightly. The next section presents a MDS
analysis that allows these changes to be interpreted in terms
of displacement within a model of perceptual timbre space.

III. MDS ANALYSIS

For each session of experiment III, the dissimilarity ma-
trices for all subjects were processed by the EXSCAL MDS
program~Winsberg and Carroll, 1989!. We chose a two-way
MDS model without individual differences, as this model is
rotationally invariant, allowing solutions to be rotated and
their dimensions compared to physical descriptors, as well as
compared across experiments. The two-way EXSCAL model
postulates that the distance,di j , between theith and jth
stimuli, is given by

di j 5F (
r 51

R

~Xir 2Xjr !
21~Si1Sj !G1/2

, ~3!

where Xir is the coordinate of theith stimulus on therth
dimension andR is the number of dimensions. In this model,
in addition to R common dimensions, the stimuli have
unique dimensions not shared by other stimuli. The specific-
ity or uniqueness of theith stimulus is denotedSi . Since a
maximum likelihood criterion is used to estimate the fit of
the model to the data, BIC statistics~Schwarz, 1978! can be
used to choose the dimensionalityR and decide whether ad-
ditional unique dimensions should be included.

The BIC criterion suggested three- and two-dimensional
models without specificities for experiments IIIa and IIIb,
respectively. For nonlinear models like MDS, BIC statistics
have a heuristic value and do not preclude consideration of
other models. We therefore also examined two-, three-, and
four-dimensional models in search of a model interpretable
in terms of dimensions related to signal descriptors. In each
case, the solution was rotated with a procrustean procedure
to a target matrix of signal descriptors described in Sec. IV.
Only the four-dimensional solutions will be described in de-
tail.

Solutions for sessions ‘‘a’’~2 semitones! and ‘‘b’’ ~11
semitones! are illustrated in the upper and lower parts of Fig.
6, respectively. For each instrument, the position at B3 is
represented by the symbol and that at the otherF0 ~C]4 or
Bb4! by the extremity of the line. The first three dimensions
of the spaces are well correlated between sessions~0.99,
0.95, and 0.94, respectively!. A large score for dimension 1 is
to be expected because the salient contrast between impul-
sive and sustained instruments is unlikely to depend onF0 .
However, the good scores for dimensions 2 and 3 suggest
that additional dimensions of timbre are stable acrossF0 .
The fourth dimension was poorly correlated between ses-
sions~0.31!.

Filled symbols in Fig. 6 are instruments for which we
know ~on the basis of the ANOVAs of the previous section!
that their timbre changed. We would expect the lines to be of
nonzero length~in at least one projection! for them and of
zero length for open symbols. Such is not always the case. A
possible explanation for this discrepancy is that the data used
for ANOVAs excluded dissimilarities between the same in-
strument at differentF0’s, whereas the MDS included them.
Even if the timbre of an instrument did not change across
F0 , the measured dissimilarity was likely to take a nonzero
value as a result of an edge effect~Sec. II B 3 a! or a residual
pitch dissimilarity that the subjects failed to ignore. This has
the effect of ‘‘pushing apart’’ the corresponding points of the
MDS solution. Whatever the explanation, this discrepancy
weakens the usefulness of interpreting the detailed pattern of
F0-induced shifts we observe in Fig. 6.

IV. COMPARISON WITH SIGNAL DESCRIPTORS

In the spirit of previous studies on timbre, this section
attempts to relate perceptual dimensions revealed by MDS to
descriptors of the signal~sometimes called ‘‘physical dimen-
sions’’!. A feature of the present study is that this relation is
tested over several fundamental frequencies. On the basis of
our data we can formulate three constraints for a signal-
based descriptor:~1! at eachF0 , the descriptor should pre-
dict the corresponding perceptual dimension;~2! for instru-
ments whose timbre did not vary acrossF0 , descriptor
values should not vary; and~3! for instruments whose timbre
did vary acrossF0 , and to the degree that this variation is
reliably described in terms of change along a perceptual di-
mension, we should observe a corresponding change of the
descriptor. We consider only data for experiment IIIb~11
semitones!.

FIG. 6. Timbre spaces for experiment IIIa~top! and IIIb ~bottom!. The
symbol represents the position of the instrument at the lowerF0 ~B3!, the
end of the line represents the position of the same instrument at the otherF0

~C]4 or Bb4!. The symbol is filled for instruments for which a significant
timbre change was found in Sec. II C and open for others.
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A. Dimension 1

To predict the first dimension we use a measure of im-
pulsiveness proposed by Susini~1996!, defined as follows.
The instantaneous powersn

2 is smoothed by convolution with
an 8-ms square window. The duration during which the
smoothed power is above 40% of its maximum value is then
divided by the duration for which it is above 10%, and one
minus this ratio is taken as the measure of impulsiveness. It
is close to one for impulsive sounds and to zero for sustained
sounds.

Figure 7~a! plots this descriptor as a function of dimen-
sion 1 for experiment IIIb. The descriptor does a good job of
predicting the clustering of impulsive and sustained instru-
ments into well-separated groups. Correlation coefficients
are 0.98 for experiment IIIa and 0.99 for experiment IIIb
~df516, p,0.01 in both cases!. As a comparison, previous
studies~e.g., Krimphoff et al., 1994! suggested the log of
attack time as a descriptor for impulsiveness. That descriptor
gave correlation scores of 0.95 and 0.94~df516, p,0.01 in
both cases! for experiments IIIa and IIIb, respectively, when
the MDS solutions were rotated towards values determined
by it.

B. Dimension 2

To predict dimension 2 we used a spectral centroid de-
scriptor similar in spirit to the definition of sharpness
~Zwicker and Fastl, 1990; Hartmann, 1997!. The waveform
was first filtered to model the drop in sensitivity at low and
high frequencies due mainly to outer and middle ear filtering

~Killion, 1977!. Then it was filtered by a gammatone filter-
bank ~Pattersonet al., 1995; Slaney, 1993! with channels
spaced at half-ERB intervals on an ERB-rate scale~z! calcu-
lated according to the formulaz521.3 log(0.00437f 11) be-
tween 25 Hz and 19 kHz~Hartmann, 1997!. Instantaneous
power was calculated within each channel and smoothed by
delaying it by 1/4f c ~wheref c is the characteristic frequency
of the channel!, adding it to the undelayed power, and con-
volving the sum with an 8-ms window corresponding
roughly to the equivalent rectangular duration of power inte-
gration measured by Plack and Moore~1990!. Smoothed
power was then raised to the power 0.3 to obtain a rough
measure of ‘‘partial loudness’’ for each channel. The partial-
loudness-weighted average of ERB rate was taken over chan-
nels, the result being an ‘‘instantaneous spectral centroid’’
function of time according to

z̄~ t !5(
z

zcz~ t !Y (
z

cz~ t !, ~4!

where cz(t) is the ‘‘partial loudness’’ of the channelz at
instant t. Finally, the instantaneous centroidz̄(t) was
weighted by ‘‘instantaneous loudness’’~sum over channels of
partial loudness! and averaged over time to obtain a single
descriptor value,z̄, to characterize the entire signal.

Figure 7~b! shows the value of spectral centroid as a
function of dimension 2. Data points are relatively well
aligned. We expect the displacements of those instruments
that significantly changed in timbre~filled symbols! to fol-
low this trend. Such is roughly the case for Vl and Tr, but not
for SA, Vp, or Ob. The descriptor thus predicts the overall
trend but not all details. The correlation between descriptor
values and projections along dimension 2 is 0.93 and 0.90
for experiment IIIa and IIIb, respectively~df516, p,0.01 in
both cases!.

Our definition of spectral centroid is one of many that
have been proposed. A common definition is the following:

k̄5(
k

kak Y (
k

ak , ~5!

wherek is the rank of a partial andak is its amplitude~on a
linear, power, or log scale!. If the spectral envelope remained
constant whenF0 varies~approximately the case for most of
our instruments!, this definition would lead to aninverse
dependency ofk̄ with F0 , a variation of a factor 1.9 between
B3 and Bb4. Since timbre was instead rather stable, this
definition can be ruled out, as concluded earlier by Slawson
~1968! or Plomp~1976!. A better definition defines the cen-
troid as a weighted sum of frequencies~e.g., Kendallet al.,
1999!, for example:

f̄ 5(
k

f kak Y (
k

ak , ~6!

wherek is the rank of a partial or discrete Fourier transform
coefficient, f k is its frequency andak is its amplitude~on a
linear, power or log scale!. For a constant spectral envelope
this definition leads to values off̄ that are approximately
constant asF0 varies. However, there are several ways of
implementing this definition according to whetherak desig-

FIG. 7. Experiment IIIb~11 semitones!. Scatter plots relating each signal
descriptor to the MDS dimension that it explains best.~a! Impulsiveness
versus dimension 1.~b! Spectral centroid versus dimension 2.~c! Spectral
spread versus dimension 3.~d! F0 versus dimension 4. For each instrument,
the symbol represents its position at note B3, and the opposite end of the
line represents its position at note Bb4. Filled symbols indicate instruments
for which the timbre changed significantly according to the analysis of C.
Open symbols represent instruments for which it did not. Dotted lines rep-
resent regression lines.
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nates the linear, power, or log amplitude, whetherk desig-
nates the rank of a partial, a DFT coefficient, or a filter band,
whether the frequency scale is linear or warped~log or ERB-
rate scale!, whether a nonlinearity is applied after summing
coefficients within channels, etc. Our definition of spectral
centroid was chosen to make all operations and parameters
explicit in a psychoacoustically reasonable way, and avoid
hidden parameters such as window size or sampling rate, or
the implicit assumption of a line spectrum needed to apply
Eq. ~6!.

As a comparison, the definition of Eq.~6! implemented
according to Peeterset al. ~2000! gave correlation coeffi-
cients of 0.95 and 0.85 for experiments IIIa and IIIb, respec-
tively, when the MDS solutions were rotated using that defi-
nition ~df516, p,0.01 in both cases!.

C. Dimension 3

Dimension 3 was found to be relatively well correlated
with a measurez̃ of spectral spread defined as

z̃5A(
z

~z2 z̄!2cz Y (
z

cz. ~7!

Figure 7~c! shows the value of spectral spread as a func-
tion of dimension 3 for experiment IIIb. Data points are
roughly distributed along a line. Two instruments that signifi-
cantly changed in timbre~Ob and Vp! move roughly along
this line, as expected. However, two instruments that did not
change timbre~Ho and Gu! also show relatively large
changes in descriptor value. Such is also the case for Vl,
which did change timbre but~according to the MDS analy-
sis! not along this dimension. The descriptor would be better
if such changes could be avoided. Overall, the correlation
between descriptor values and projections along dimension 3
was 0.94 and 0.87 for experiments IIIa and IIIb, respectively
~df516, p,0.01 in both cases!.

As a comparison, the definition of spectral spread of
Peeterset al. ~2000!, analogous to the spectral centroid defi-
nition of Eq. ~6!, gave correlation scores of 0.83 and 0.65,
respectively, when the MDS solutions were rotated to that
descriptor. Our descriptor was also applied to the stimuli
used by McAdamset al. ~1995! and compared to the coordi-
nates along the third dimension of their MDS space. The
correlation found was 0.87, as opposed to 0.54 for the spec-
tral flux descriptor used in that study.

D. Dimension 4

Dimension 4 was found to be well correlated with
F0 (0.90) for experiment IIIb. For experiment IIIa the corre-
lation with F0 was poor and no better descriptor was found.
Figure 7~d! plotsF0 as a function of dimension 4 for experi-
ment IIIb. Displacements of all instruments are roughly par-
allel with the regression line, consistent with the good corre-
lation. Subjects thus based their timbre dissimilarity
judgments in part upon a dimension related toF0 . This is the
only evidence we found of a pitchlike dimension.

To summarize, the signal descriptors reviewed roughly
satisfy the constraint ofF0-invariance for instruments that
did not change timbre. For instruments that did change tim-

bre, the minor changes in descriptor value withF0 were in
some cases consistent with the minor changes in timbre, in
other cases not. Overall, the descriptors did a very good job
of predicting perceptual dimensions. They compared favor-
ably with previously proposed descriptors, but variability of
data is such that we cannot reliably conclude on this basis
alone that one given descriptor is superior to another.

V. DISCUSSION

A first outcome of this study, not obvious from the start,
is that timbres of instruments played at different notes can be
compared. Classic techniques such as MDS can be applied,
and this opens the perspective for more detailed and exten-
sive studies of timbre variations of specific instruments
across their register. Subjects performed the task in a very
similar fashion with or withoutF0 differences between
stimuli, and had little difficulty ignoring the very salient
pitch differences that accompanied them. Timbre behaved as
if it were separable from pitch, and there was only slight
evidence of a small perceptual interaction between pitch and
timbre dimensions.

Cross-F0 timbre comparison being possible, a second
outcome is the relative stability of timbre with respect toF0

changes. For several instruments there was no measurable
change in timbre, so we can exclude the hypothesis of a
basic, non-instrument-specific dependency of timbre upon
F0 . The hypothesis that such a dependency does exist, but
was balanced by opposite changes of instrument characteris-
tics, is unlikely to be simultaneously true for four out of nine
instruments across allF0’s, and eight between B3 and C]4.
Lack of measurable change is not due to lack of sensitivity of
our methods: for other instruments we demonstrated signifi-
cant timbre changes of relatively small size.

The ‘‘anchor-based’’ analysis technique introduced in
Sec. II C 2 revealed small but significant timbre changes for
certain instruments. The MDS analyses provided an interpre-
tation of the changes in terms of displacement along particu-
lar dimensions of timbre space. However, relatively large
displacements were also observed for instruments knownnot
to have changed timbre significantly, so we must not give too
much weight to such detailed features, as argued in Sec. III.
MDS solutions were generally stable across experiments and
conditions, and the correlations between their dimensions
and physical descriptors was high, as found in previous stud-
ies.

Stability of timbre as a function ofF0 for certain instru-
ments puts a strong constraint on signal descriptors for pre-
dicting timbre: they too must demonstrate the same degree of
stability. Such was the case for the descriptors we used, but
other methods proposed in the literature may not be so
stable. These conclusions are very important for applications
that use signal descriptors for content-based indexing of au-
dio and multimedia data. So far, such descriptors had been
validated only at particularF0’s. Our results demonstrate that
they generalize well to theF0’s we tested, although the ques-
tion remains open for the wider range ofF0’s.

We used relatively smallF0 steps because we expected
the task of comparing timbre while ignoring pitch to be dif-
ficult ~Miller and Carterette, 1975!. The pitch differences are
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nevertheless quite salient. The smaller step~two semitones, a
major second! is one-third the maximum distance along the
chroma circle. The larger step~11 semitones, a major sev-
enth! is both larger in terms of tone height and smaller in
terms of chroma, and thus offered the opportunity to tease
apart the eventual contributions of each. It is also about one-
third of the range of typical instruments such as the violin,
and thus probes instrument-specific variations to some ex-
tent. Obviously, a wider range of notes is needed for a more
complete study of instrument-specific timbre variations. The
present study showed that such a study is in principle pos-
sible. There is, however, evidence that instrument identifica-
tion performance degrades beyond an octave~Handel and
Erickson, 2001!.

The generality of our results is also limited by our
choice of instruments. Previous studies found that criteria
vary according to the stimulus set, leading to MDS solutions
that correlate with rather different physical dimensions. One
or both of our first two MDS dimensions were usually also
salient in those studies, but one cannot exclude that for cer-
tain stimulus sets, other dimensions might be relevant that
are more sensitive toF0 changes.

VI. CONCLUSIONS

~1! Subjects made timbre dissimilarity judgments between
natural musical instrument sounds that differed inF0 by
0, 2 or 11 semitones. Results were orderly, even when
the stimulus set comprised both same-F0 and different-
F0 sound pairs. The salient pitch difference produced by
the F0 differences did not prevent timbre comparisons.

~2! As a first approximation, timbre dissimilarities depended
little on F0 . Dissimilarity scores varied more between
different-instrument pairs than acrossF0’s. Experiment I
~sameF0) showed that instruments kept their relative
positions in timbre space at differentF0’s, and experi-
ments II and III showed further that they did not shift as
a group.

~3! As a second approximation, small but significant timbre
changes were observed. Instrument-specific ANOVAs in
experiment III found that the changes affected certain
instruments and not others. It is likely that these timbre
changes were due to instrument-specific changes in, for
example, resonator geometry.

~4! The lack of significant effects for certain instruments in
the instrument-specific ANOVAs of experiment III, to-
gether with the symmetry of dissimilarity matrices in
experiment II, suggest the absence of any basic, non-
instrument-specific change of timbre withF0 .

~5! Multidimensional scaling yielded low-dimensional linear
models of perceptual timbre spaces~four-dimensional
without specificities!. After an appropriate rotation, di-
mensions were found to be well correlated with a set of
signal-based descriptors. Projections on each of the first
three dimensions were relatively stable withF0 . The
projection on the fourth was correlated withF0 for an
11-semitone~but not 2-semitone! step. This is the only
evidence we found for a pitchlike dimension in a timbre
space.

~6! Signal-based descriptors ‘‘impulsiveness,’’ ‘‘spectral
centroid,’’ ‘‘spectral spread,’’ andF0 were used. The first
describes the temporal envelope. The second two de-
scribe the spectral envelope in terms of the first two mo-
ments of a ‘‘partial loudness’’ spectrum~cubic root of
power within channels of a cochlear filter bank!. These
three descriptors appeared to be good predictors of the
first three timbre dimensions over the range ofF0’s used,
while the fourth (F0) is known as a good predictor of
pitch.

This study opens the way for more extensive studies of
timbre change withF0 , such as instrument-specific timbre
changes across their register. The anchor method applied in
experiment III seems particularly promising to distinguish
timbre changes from fluctuations due to experimental noise.

ACKNOWLEDGMENTS

The authors thank Stephen Handel for useful comments
on a previous version of this paper. This work is part of the
first author’s Ph.D project which is funded by the Swiss Na-
tional Science Foundation. The research project is funded in
part by the European Union Project CUIDADO and was con-
ducted within the Music Perception and Cognition team at
IRCAM, and at CNMAT, University of California, Berkeley.

Abdi, H. ~1987!. Introduction au Traitement Statistique des Donne´es Expe´ri-
mentales (Introduction to Statistical Processing of Experimental Data)
~PUG, Grenoble!.

ANSI ~1960!. ‘‘USA Standard Acoustical Terminology’’~American National
Standards Institute, New York!.

de Cheveigne´, A. and Kawahara, H.~1999!. ‘‘Missing data model of vowel
perception,’’ J. Acoust. Soc. Am.105, 3497–3508.

Fletcher, N. H., and Rossing, T. D.~1998!. The Physics of Musical Intru-
ments, 2nd ed.~Springer-Verlag, New York!.

Grey, J. M.~1977!. ‘‘Multidimensional perceptual scaling of musical tim-
bres,’’ J. Acoust. Soc. Am.61, 1270–1277.

Handel, S., and Erickson, M. L.~2001!. ‘‘A rule of thumb: The bandwith for
timbre invariance is one octave,’’ Music Percept.19, 121–126.

Hartmann, W.~1997!. Signals, Sound, and Sensation~AIP, New York!.
Helmholtz, H.~1885!. On the Sensations of Tone as a Physiological Basis

for the Theory of Music~from 1877 trans. by A. J. Ellis of 4th German ed.,
republ. 1954 by Dover, New York!.

IRCAM ~2000!. ‘‘Studio On Line’’ http://www.ircam.fr/.
Kaufman, L., and Rousseeuw, P. J.~1990!. Finding Groups in Data. An

Introduction to Cluster Analysis~Wiley-Interscience, Brussel!.
Kendall, R., Carterette, E., and Hajda, J.~1999!. ‘‘Perceptual and acoustical

features of natural and synthetic orchestral instrument tones,’’ Music Per-
cept.16, 265–294.

Killion, M. C. ~1977!. ‘‘Revised estimate of minimum audible pressure:
Where is the ‘missing 6 dB’?’’ J. Acoust. Soc. Am.63, 1501–1508.

Krimphoff, J., McAdams, S., and Winsberg, S.~1994!. ‘‘Caractérisation du
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The American five-string banjo is unique among musical instruments in that many significant
parameters that effect tone are easily adjusted. This is probably why so many banjo players fiddle
with their banjo. The instrument is a combination of canonical vibrating systems~strings, and a
circular membrane! and therefore more amenable to analysis and modeling than most other musical
instruments~e.g., the violin!. Such an analysis is presented here. The model is a harmonically driven
string which excites the other strings and a membrane under tension, causing the membrane to
radiate sound. Three figures-of-merit, FOMs, are assumed. They areloudness, brightness, anddecay
of the sound. The effects of a number of parameters on the proposed FOMs are investigated. Among
these are the loss factor and tension of the membrane, the mass of the bridge, and the location on
the string of the excitation. It is noted that the calculated effects of the changes agree with generally
accepted setup practices. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1621863#

PACS numbers: 43.75.De, 43.40.At@NHF# Pages: 2958–2966

I. INTRODUCTION

The banjo is a simple, if not subtle, instrument. It is a
structure comprised of canonical systems, i.e., strings, and a
circular membrane, and is therefore relatively straightfor-
ward to model. The strings, when plucked or strummed, vi-
brate and excite the membrane, causing it to radiate sound.
The dynamics of strings and circular membranes are rela-
tively well known, relative, that is, to heterogeneous wood
structures of irregular shape as found, e.g., in violins, guitars,
etc. ~Fletcher, 1998!. It is also one of the few instruments
that has many adjustable setup parameters, the adjustment of
which make significant differences in tone. For example, the
tension in the head~see Fig. 1! is easily changed, and heads
of different thickness and bridges of different mass are easily
replaced. This is undoubtedly part of the reason banjo play-
ers and technicians are frequently changing settings and parts
to achieve better tone, and a large body of ‘‘black magic’’ has
grown in the art of banjo setup.

There appears to be no previously published analytical
model of the structural dynamics and sound radiation of the
banjo.

It is hoped that the present results will provide some
insight and perhaps guidance relating to the role of various
materials and setup adjustments for the banjo. As a mini-
mum, the present study confirms much of the folklore and
black magic associated with banjo setup. It should be noted
that the black magic is highly evolved and detailed, and there
are a great many subtle nuances in tone and associated no-
tions among banjo technicians that are beyond the scope of
the present analysis.

The model is a structure composed of a set of connected
one-dimensional dynamic, wave-bearing systems~Maidanik
and Maga, 1986!. A one-string model, with one system rep-
resenting the string, and one representing the head, is devel-
oped first. Then, a five-string model is developed with six

interacting dynamic systems, one for each string and one for
the head. In both models, one string is driven harmonically
by a unit force, and a linear structural impulse response ma-
trix is developed for the composite and used to assess the
velocity response. The matrix is of dimension two for the
one-string model, there being two dynamic systems involved
~the string and the head!, and of dimension six for the five-
string model. Propagating wave solutions are assumed in the
strings and head, and linear governing equations of motion
for these systems are tacitly assumed. The parameters for and
general description of the model are presented in Sec. II, and
the mathematical aspects of the model are presented in the
Appendix.

For both the one- and five-string models, the spatial/
frequency head velocity response and the radiated power as
functions of frequency and time are presented.

It should also be noted that good tone is a subjective
notion; however, there is general agreement, at least among
bluegrass banjo players, that there is a correlation between
the intrinsic loudness of the instrument and quality of tone.
Intrinsic here is used to refer to the loudness with moderate
excitation and not loudness derived by overdriving. The har-
monic content or the spectral envelope~Rossing, 1994! is an
important tonal quality that can be varied during perfor-
mance and also varied by the setup of the instrument. Some
players prefer warm tones, while some prefer the crisp tones
relatively rich in higher harmonics. The banjo is typically
played in a staccato fashion, and for this style, there is also
general agreement that a relatively fast decay of the tone is
desirable. Accordingly, figures of merit, FOMs, are defined
for: ~1! total radiated power;~2! slope ~in amplitude/
frequency! of the average power spectral density curve; and
~3! the temporal decay rate for a pulse excitation. These
FOMs are respectively,loudness, brightness, anddecay, and
are computed and discussed for the five-string model. The
behavior of the FOMs, calculated from the model, and dis-
played as results, are generally in agreement with conven-
tional banjo setup practices.a!Electronic mail: dickey@jhu.edu
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II. THE MODEL

The dynamic systems used to model the banjo are de-
fined in Fig. 1. In the model, system 1 is driven at a point
harmonically by a unit amplitude external force. The dis-
tance of the drive from the bridge is a variable in the study.
The in situ input admittance is calculated and used to convert
the force drive to a velocity; and velocity is the dynamic
quantity propagated in the model. The string, of lengthL1

and linear densityr1 supports a single nondispersive trans-
verse wave of speedc1 and propagation loss factorh1 . It is
terminated on one end by thenut having a mass-like imped-
ance. This determines the reflection coefficient for velocity.
It is terminated at the other end by being connected, through
a mass-likebridge, to the center of a circular membrane
under tension. The bridge mass is a variable in the study. The
perimeter of the head is drawn over the pot and held in place
with a tensioning hoop. The hoop is in turn drawn down by
a series of hooks, typically 24, which provides the tension.
This membrane, referred to as thehead, constitutes system 2
and is characterized by a surface mass density,r2 tension,
TH , and propagation loss factor,h2 . The head tension and
propagation loss factor are also variables in the study. The
frame supporting the membrane is known as thepot and is
generally laminated wood and may, or may not, have a metal
tone ring, typically bronze, between it and the membrane.
The pot and tone ring, if present, are modeled as mass-like
impedances without loss.

For specificity, the one string on this banjo is taken to be
the ‘‘first,’’ or bottom, string on the traditional five-string
banjo~Note that in Fig. 1a, the banjo is ‘‘upside down’’.! As
such, it is taken to be of standard gauge and the tension is
adjusted to give the fundamental resonance to be the tradi-
tional D5293 Hz. The set of ‘‘standard’’ parameters used for
the one-string banjo are given in Table I. The parameters and
standard values for the variables listed in Table I are, in most
cases, measured from an actual banjo~the author’s! and con-
sidered to be typical for bluegrass-style banjos. The propa-
gation loss factors in the head and strings were assumed
because reasonable string losses are inconsequential and
head-loss data could not be found. The strings used as stan-
dard were D’Addarrio light gauge and the densities were
calculated based on the published diameters. Since frequency

is adjusted in the process of tuning, the string tension is not
needed; however, the fundamental frequencies,f n , deter-
mine the wave speeds,cn , on the string using
sin(2pfnLn /cn)50, andcn , along withrn , are then used to
calculate the string impedance.

Proper head tension is not quite as straightforward as
string tension; indeed, head tension is one of the great mys-
teries in the art of banjo maintenance and is therefore one of
the variables used in this study. Many banjo technicians will
assert that proper head tension is such that the head resonates
at ‘‘about G, or a little less’’~Smith, 2002!. This G is at 392
Hz and the head tension,TH , which gives the fundamental
frequency of 380 Hz with a conventional mylar head will be
used as a reference value. The value forTH is calculated by
assuming the lowest eigenmode of the clamped membrane to
be at f 05380 Hz. That is

J0~k0a!50,

⇒k0a52.404852p f 0a/c,

TH5c2r2 ,

whereJ0 is the zeroth-order Bessel function,k0 is the radial
wave number on the head, andc[c2 of Table I. The tone
ring mass density was taken from catalog descriptions of
typical banjo tone rings and is assumed to be lossless here.

The velocity response waves generated on the string by
the drive travel away from the source in both directions,

FIG. 1. The banjo simplified.~a! an actual banjo;~b! the one-string carica-
ture defining the dynamic systems; and~c! the model.

TABLE I. The standard values for variables and parameters.

Variable Standard value

mb Bridge mass 2.531023 kg
f H Head fundamental

frequency
380 Hz

hH Propagation loss factor in
head

0.2

x18 Drive position on string 0.1 m

Parameter Value

mN Nut mass 0.01 kg
String parameters
L1,2,3,4 Length 0.686 m
h1,2,3,4 Propagation loss factor 0.01
f 1 Fundamental frequency 293 Hz
r1 Density 3.0131024 kg/m
f 2 Fundamental frequency 247 Hz
r2 Density 3.731024 1kg/m
f 3 Fundamental frequency 196 Hz
r3 Density 6.3031024 kg/m
f 4 Fundamental frequency 146.8 Hz
r4 Density 1.4931023 kg/m
L5 Length 0.513 m
h5 Propagation loss factor 0.01
f 5 Fundamental frequency 392 Hz
r5 Density 3.0131024 kg/m
Head parameters
a Radius 0.127 m
r2 Surface density 0.24 kg/m2

TH Tension~calculated! 4470 N/m
c2 Transverse wave velocity

~calculated!
126 m/s

Pot parameters
mTR Tone ring mass density 1.54 kg/m
mP Pot mass density 0.635 kg/m
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reflect and transmit into system 2, and generally cause the
entire complex to reverberate. The transverse velocity distri-
bution on the head is calculated and combined with a calcu-
lated radiation efficiency to obtain the radiated power,
P rad(v). The P rad(v) is then integrated over frequency to
obtain a total relative radiated power level,P̃rad. No attempt
is made to reference this relative power to known bench-
marks for perceived loudness; however, it is assumed that
variations in both theP̃rad calculated here and in the per-
ceived loudness resulting from changing model parameters
are valid and useful. Accordingly, we define the FOM asso-
ciated with loudness asP̃rad. The P rad(v) is also used to
derive an FOM associated with the brightness of the tone.
For this, we use the slope of a straight line fitted to the
P rad(v), in a least-squares sense, relative to the value of this
quantity for the standard conditions of Table I.

The transient response of the structure is derived from
the Fourier transform of the frequency response. The result-
ing temporal distribution is then fitted, in a least-squares
sense, with an exponential curve, and the decay constant of
this curve is taken as a measure of the decay of the tone and
assigned as the decay FOM.

The major assumptions are

~1! Bridge placement. The head is driven at the center. In
most modern banjos, the bridge, and therefore the drive
point for the head, is placed about two-tenths of the head
radius away from the center of the head in the direction
away from the nut. Centering the bridge, as done in the
model, will clearly influence the modal pattern on the
head, but placing it at its traditional position would com-
plicate the analysis and is not incorporated in the model.
An additional simplifying assumption in the model is
that the bridge does not rotate and transmit a moment
excitation to the membrane.

~2! There is notailpiece. The strings on a banjo extend over
the bridge and attach to atailpiecewhich is attached to
the pot. The strings thus bend downward as they pass
over the bridge and exert some constant downward force
keeping the bridge firm on the head. On many banjos,
the tailpiece provides some additional downward pres-
sure on the strings between the bridge and rim. This is
not part of the model.

~3! The head is a membrane. The model assumes a nondis-
persive transverse wave propagating in the head.

~4! Fluid loading. The fluid loading is not considered in de-
riving the response of the head. The transverse wave
speed on the head is subsonic with respect to the air, and
so the radiation impedance is small and is considered to
have a small effect on the membrane dynamics and less
effect on the FOMs.

~5! Drive polarization. The string is driven and responds in
one polarization only, namely in the plane normal to the
head.

III. RESULTS

The model described in general terms in the previous
section, and in more detail in the Appendix, was used to
calculate the response of both the one- and five-string banjos.

Results that are independent of the number of strings or pro-
cedures that pertain to both are discussed first; then, results
specific to the one- or the five-string banjo are presented in
subsections A and B, respectively.

The resonance characteristics of the string and the head
in isolation are presented first in Fig. 2 to aid in the interpre-
tation of results for both the one- and five-string banjos. The
family of string resonances starts with the fundamental at
293 Hz and forms an harmonic progression. The family of
head resonances starts with the fundamental at 380 Hz and
progresses as the series of frequencies satisfyingJ0(kna)
50 ~Morse, 1968!. One would expect relatively large re-
sponse from the banjo at frequencies where string and head
resonances coincide.

The velocity distribution of transverse waves on the
head is calculated for both the one- and five-string cases.
These data are presented in subsections A and B below in
three-dimensional plots of velocity amplitude magnitude ver-
sus frequency and radial position. Radiated power is given
by

P rad~v!5~rc!airs~v!E dSuv~x2 ,w,v!u2, ~1!

wheres~v! is the radiation efficiency of the surface, and the
integration is over the area of the head. Radiation efficiency
may be defined easily in terms of the wave number variable,
k, the Fourier conjugate ofx2 , as the ratio of the radiating
~supersonic! portion of the spectrum to the entire spectrum.
Specifically~Maidanik et al., 1991!

s~v!5
*0

v/ckdkuV~k,v!u2@12~kc/v!2#21/2

*0
`kdkuV~k,v!u2

. ~2!

The model gives the spatial velocity distribution,v(x2 ,v),
directly, and it is computationally efficient to numerically
transform this intoV(k,v) and calculate the radiation effi-
ciency using Eq.~2!. The result is shown in Fig. 3. It should

FIG. 2. Resonance response characteristics of the two isolated systems in
the one-string banjo; the string, tuned to 293 Hz, solid line, and the head,
tuned to 380 Hz, dashed line.

FIG. 3. Radiation efficiency of the banjo head.
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be noted that the results shown are approximate in two re-
spects. First, the numerical fast Fourier transform, FFT,
implemented in the calculation left discontinuous data and
Fig. 3, shows these data after smoothing. Second, the spatial
integration needed to be extended for several head radii in
order to extend the wave number spectrum to the range of
interest, and the extension adopted was to consider the head
to be in a rigid baffle.1 The radiation efficiency is small since
the transverse wave on the head is subsonic.

The smoothed radiation efficiency was then used to cal-
culate radiated power in accordance with Eq.~1! and these
results are shown in subsections A and B.

The temporal characteristics were investigated by taking
the Fourier transform of the radiated power distribution. This
gives p rad(t), and, here again, the discretely calculated na-
ture of the spectral data and the FFT resulted in temporal
data with a lot of artificial structure. Rather than smooth the
data, as was done in the wave number transform, an expo-
nential curve was fitted, in a least-squares sense, to the tem-
poral data. The raw transformed data and the exponential
fitted curve are plotted together and shown for the one- and
five-string banjos in subsections A and B.

Fianally, FOMs are defined and calculated only for the
five-string banjo. These results are presented in subsection B.

The results for a one-string banjo are easier to interpret
than those for the five-string, and are presented first.

A. The one-string banjo

This expectation of high response where string and head
resonances coincide is borne out in the data of Fig. 4~a!,
where the magnitude of the head surface velocity is pre-
sented as a function of the head radial coordinate,x2 , and
frequency. The first and third string resonances are reinforced
by head resonances and are clearly more pronounced than
the second string resonance that falls close to an head anti-
resonance. One can clearly see the head mode shapes in this
data; the first two string resonances excite the first head
mode and the third string resonance excites the second head
mode. The response tends to be small at the rim because the
impedance of the tone ring and pot are substantially higher
than the membrane.

The head velocity distribution is then used to compute
the radiated power in accordance with Eq.~1!. These results
are shown in Fig. 4~b!. The string resonances dominate the
response, but the modulation superposed on the series of
string resonances by the head resonances is evident. The
logarithmic scale used here shows harmonic structure at
higher frequencies than can be discerned in the linear plot of
Fig. 4~a!. The fundamental and first six overtones of the first
string are shown in the figure and numbered for reference.
Note thatP rad(v) is richer in high frequencies than is the
velocity amplitude because of the efficiency with which the
higher frequencies radiate. Note also the relatively low re-
sponse near the sixth overtone~labeled 7 in the figure! re-
sulting from a mismatch in the resonance characteristics of
the string and the head. There is discussion in the classic
literature on the contributions by the various overtones to the
timbre of musical instrument sounds~Jeans, 1938!, and it
seems generally accepted that contributions from the sixth

overtone and beyond add dissonance and are undesirable.
The data are not presented, although it should be noted that
the diminution of the sixth overtone does not seem to be very
sensitive to setup parameters.

The temporal characteristics for the one-string banjo are
presented in Fig. 4~c!. The fitted curve is shown as the heavy
line superposed onp rad(t).

B. The five-string banjo

Results analogous to the one-string banjo are presented
in Fig. 5. The spatial–temporal velocity magnitude distribu-
tion on the head, Fig. 5~a!, shows considerably more com-
plexity, and, importantly, generally higher amplitude@The
scales are the same in Figs. 4~a! and 5~a!#. The higher am-
plitude results from the other strings being driven sympa-
thetically; these strings, in turn, add considerable drive to the
head.

The increased drive to the head and resulting response of
the five-string vs the one-string banjo is demonstrated by the
radiated power spectrum shown in Fig. 5~b!. This curve is
plotted to the same scale as Fig. 4~b! and the increase in
radiated power is evident. There is also evidence of other
string resonances in the detail of this spectrum. Two of the
more prominent ones, the fundamental and first overtone of
the second string~tuned to 247 Hz!, are identified in the
figure. As in the one-string banjo, the sixth overtone is con-
spicuously low.

FIG. 4. ~a! The velocity amplitude on the one-string banjo head as a func-
tion of the radial position,x2 , and frequency.~b! Radiated power spectrum
of the sound radiated by the one-string banjo. The series of numbers asso-
ciated with the dashed markers indicate the frequencies of the first seven
string resonances.~c! The relative radiated power as a function of time,
P rad(t), as derived fromP rad(v). The bold line is the least-squares expo-
nential approximation.
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An example of some interest is when the string is driven
at its midpoint. The power spectrum for this case is shown as
the dashed line in Fig. 5~b!, and one notes the absence of the
odd harmonics, i.e., the modes that would have a node at the
string’s midpoint.

The time-domain response for the five-string banjo is
shown in Fig. 5~c!. Here, it can be seen that the decay of the
five-string banjo is significantly less than the one-string
banjo; i.e., it rings longer. One proposed explanation for this
is that there are more strings and thereby more string modes
in the five-string case, and since the strings are less damped
than the head, there is a higher proportion of lightly damped
modes excited in the five-string case. In both the one- and
five-string cases, there appears to be more than one decay
constant: an initial fast decay, followed by a slower one. This
has been observed in guitars and pianos and attributed to
energy shifting between string modes of different polariza-
tions or shifting to other string modes.~Fletcher, 1998, pp.
255 and 384; and Weinreich, 1977!. Only one polarization is
allowed here and a compound decay constant may be the
result of energy being distributed among other strings and
the head.

C. The figures of merit

The loudness FOMis calculated as the integral of the
radiated power distribution, Fig. 5~b!, over the frequency

range~0,3000! Hz normalized by its value at the standard
conditions listed in Table I. The values of all the FOMs are
adjusted to be unity under standard conditions. A positive
loudness FOMindicates that the banjo is louder.

Thebrightness FOMis evaluated by calculating a least-
squares fitting of a straight line to the radiated power level on
the interval~0,3000! Hz. The slope of this line, normalized
by its slope under standard conditions, defines the FOM.
Note that both the slope and its normalization are typically
negative, making the ratio a positive quantity that increases
with the proportion of higher frequencies in the spectrum.

The decay FOMis defined as the negative of the decay
constant of the exponential curve superimposed on the tem-
poral response in Fig. 5~c!. The FOM is normalized by its
value under standard conditions, and an increase in the FOM
indicates a faster decay of the tone, i.e., less sustain.

The dependence of the three FOMs~loudness, bright-
ness, anddecay! on four parameters is investigated and pre-
sented in Fig. 6. The FOMs are intended to give a qualitative
indication of the effect of the parameters on the relevant
qualities of banjo tone. They were investigated for the five-
string banjo only. Note that the assumed standard values of
the parameters under investigation are indicated by vertical
dashed lines in the figures, and that the FOMs at these values
are, by definition, unity.

1. The propagation loss in the head, Fig. 6(a)

Most modern banjo heads are made of Mylar and some
traditional heads are still made of animal skins. Mylar and
skin heads are probably at the low and high end, respectively,
of the loss factor range used here, and propagation loss factor
was chosen as a parameter because there are several modifi-
cations to Mylar heads designed to simulate skin. In fact,
most Mylar heads are frosted and some banjo technicians
maintain that unfrosted heads are brighter. Assuming that the
frosting adds slightly to the loss factor, this contention is
borne out in Fig. 6~a!. Here, it can be seen that there is
relativly little change inloudnessaccompanied by signifi-
cantly fasterdecayand loss ofbrightnesswith increasing
loss factor. The implication is consistent with the commonly
held belief that skin heads produce warmer~less bright!
sounds than Mylar~especially unfrosted!.

2. The fundamental frequency of the head, Fig. 6(b)

The dependence ofloudnessandbrightnesson head fun-
damental frequency, or tension, is in agreement with the
commonly held notion that tighter heads produce louder and
brighter sounds. No explanation is proffered for the compli-
cated behavior ofdecaywith variations in head tension.

3. The mass of the bridge, Fig. 6(c)

Note the scale on the abscissas of Fig. 6~c! and that the
FOMs are less sensitive to bridge mass than to the other
parameters. The data show a moderate increase indecayand
loudness, and a slight decrease inbrightnesswith increasing
bridge mass. The increase in loudness is not in agreement
with experience, and the effect of bridge mass is generally
lower than might be expected.

FIG. 5. ~a! The velocity amplitude on the five-string banjo head as a func-
tion of the radial position,x2 , and frequency.~b! Radiated power spectrum
of the sound radiated by the five-string banjo. The first sevenin situ string
resonances for the first, i.e., the driven string, are indicated as before and the
first two resonances of the second string are indicated and numbered. In the
dashed curve, the string is driven at its midpoint.~c! The relative radiated
power as a function of time,P rad(t), as derived fromP rad(v). The bold line
is the best-fit exponential approximation, and the decay constant for this is
the decay FOM.
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4. The position along the string where it is driven,
Fig. 6(d)

Changing the plucking or strumming position along the
string is a common technique among banjo players for alter-
ing the tone of the instrument. The tone gets warmer as the
player moves away from the bridge. This is demonstrated in
Fig. 6~d!. It is interesting to note thatbrightnessis a sensitive
and complicated function of the distance of the excitation
from the bridge.Brightnessandloudnessvariation with drive
position are the most highly varying FOMs studied. Plucking
or strumming the banjo very close to the bridge, within 5 cm,
produces a crisp tone with many high harmonics and a rapid
decay, whereas strumming it at 15 cm, near where the neck
joins the pot, produces a warm and louder tone with rela-
tively few harmonics. Also note thatloudnessincreases sig-
nificantly at about 0.2 m, where the string’s first overtone has
an antinode. Note also the general symmetry of theloudness
FOM about this antinode position and that the drive~recall-
ing that it is unit force! produces very little response when
applied close to the bridge or at the center of the string. The
midpoint of the string is indicated in the figure.

IV. CONCLUSIONS

The structural dynamic model of the five-string banjo
reinforces many of the commonly held notions regarding
tone among banjo players and luthiers. Figures-of-merit are
defined for several tonal qualities and the variation of these
FOMs with several setup adjustments is investigated. Spe-
cifically

~1! Loudness—for a loud tone, use high head tension and
play near where the neck joins the pot.

~2! Brightness—for a brighter tone, use a head material with
low propagation loss~e.g., unfrosted Mylar!, use high
head tension, and pluck or strum close to the bridge.

~3! Decay—for fast decay, use a head material with high
propagation loss~e.g., frosted Mylar or even animal
skin!, and use a heavy bridge.

Other indications from the model are the complicated rela-
tionship and sensitivity ofdecayto slight variations in head
tension and ofbrightnessto slight variations in the location
where the string is plucked.

The major assumptions in the model are~1! the mem-

FIG. 6. The figure-of-merits, FOMs. The vertical dashed lines represent the standard parameter values.~a! The FOMs as a function of propagation loss factor
in the head.~b! The FOMs, as a function of head tension as indicated by the frequency of the fundamental mode of the head.~c! The FOMs, as a function
of the mass of the bridge.~d! The FOMs, as a function of the drive position measured from the bridge.
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brane is driven at a point at its center;~2! there is no tail-
piece;~3! the head is a membrane responding in flexure and
the radiation loading does not influence the response; and~4!
the string is driven and responds only in the polarization
normal to the head. All of these assumptions clearly have an
influence on banjo tone. For this reason, the goals and results
of this study were to qualify changes in tone resulting from
various material and setup changes, not to describe the tone
in any absolute sense.

The indications derived from the model are generally
consistent with commonly observed setup practices; how-
ever, it should be stated that there are a great many material
and setup choices outside the scope of the model. Some of
these may some day be shown to be important influences on
banjo tone.
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APPENDIX: THE MATHEMATICS

The model is a connected set of one-dimensional wave-
bearing systems. Each string and the head constitute separate
systems. Thus, the one-string banjo is a two-system structure
and the five-string banjo is a six-system structure. The re-
sponse of the structure is assumed time stationary and linear,
and is formulated in terms of an impulse response matrix,gO ,
which is a matrix of dimension equal to the number of
systems.2 We have

v~x,v!5E dxO8gO~xux8,v!v~x8,v!, ~A1!

wherev and x are vectors of dimension two or six~for the
one-string or five-string banjo, respectively!, v is the fre-
quency, and dxO85(dxi8 d i j ), the integrating differential
formed into a diagonal matrix compatible with the integrand.
The elements ofx are specific values of the coordinates at
which the response is assessed, and similarly,x8 is the vector
containing information about which system~s! and where
within the system~s! the structure is driven. The elements of
the drive vector,v~x8,v!, give the spatial and frequency dis-
tribution of the drive. In the present example, only system 1
is driven and this drive is harmonic, independent of the re-
sponse, of unit force, and applied at the single point,x18 ,
giving a velocity response at the drive point of

v~x8,v!5$v1~v!,0%,

v1~v!5V1
0~v!d~x12x18!eivt, ~A2!

V1
05g0P1

05g0 ,

g0 being the drive point admittance, andP1
051. We formu-

late dxO8 as a diagonal matrix, and the impulse response ma-
trix, gO , relates every point in the drive coordinates to every
point in the response coordinates. Further,gO is dimensionless

in the formulation used here and thus the response vector,v,
is velocity.

The impulse response matrix is developed from wave
considerations and accounts for all the reverberant interac-
tions within and among systems. Figure 7 shows the most
general connection for two systems. The six-system diagram
would simply have six systems in place of two; the slight
loss of generality in using only two systems will be ad-
dressed when it occurs. For specificity, we designate system
1 as the string and system 2 as the head~refer to Fig. 1! and
the r junction as the connection of these through the bridge.
The q junction then represents the peghead end of the string
and the outer periphery of the head. Since there is no direct
connection between the peghead end of the string and the
head, the figure can be redrawn, as in Fig. 1~c!.

Since we have assumed linearity, superposition of solu-
tions allows us to write,

gO5gOdirect1qgO r1 rgO r1 rgOq1qgOq ,

where the subscript ‘‘direct’’ indicates the component which
is generated by the source atx8 and travels directly, without
any interaction at boundaries, to the pointx. This direct com-
ponent is zero in the present model since the drive and re-
sponse are always in separate systems, i.e., string and head,
respectively. For the other four components,bgOa , represents
the component of response which originated from the drive
going towards thea junction, and arriving at the assess point
coming from theb junction. All components have a time
dependence ofeivt which has been omitted for brevity. We
have

qgO r5tO~xuxq!QO tO~xquxr !RO DI r tO~xr ux8!,

rgO r5tO~xuxr !RO DI r tO~xr ux8!,

rgOq5tO~xuxr !RO tO~xr uxq!QO DI qtO~xqux8!,

~A3!
qgOq5tO~xuxq!QO DI qtO~xqux8!,

DI r5~12tO~xr uxq!QO tO~xquxr !RO !21,

DI q5~12tO~xquxr !RO tO~xr uxq!QO !21,

where thet matrices propagate signals from one point to
another. For example, thetO(xauxb) matrices propagate sig-
nals the entire length of the systems, i.e., fromxb to xa .
Other t matrices in the equations propagate signals a lesser
distance in accordance with their arguments. All thet matri-
ces are diagonal and the element number describes the
propagation in that system. Noting that system 1 is a string

FIG. 7. The most general connection of two systems.
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with plane-wave type propagation, we have for the~1,1! el-
ement

t1,1
1,2~xauxb!5e~2 ik1uxa2xbu!, k15

v

c1
~12 ih1!, ~A4a!

where the absolute value sign insures that propagation in
either direction is the same, i.e.,t15t2, and that a positive
propagation loss factor,h1 , insures that the response decays
as it propagates. The factorsDI a contain the resonances in the
structure. The form (12j)21 arises from the identity
(n50

` jn5(12j)21, with j5tO(xquxr)RO tO(xr uxq)QO accounting
for one complete reverberation,j2 accounting for two, and
so on.

1. The one-string banjo

For the one-string banjo, the head is designated as sys-
tem 2. Thet2,2

1,2 elements, or propagation in system 2 is not
plane wave, and the propagators there for the outgoing and
incoming waves,t1 and t2, respectively, are

t2,2
1 ~x2,aux2,b!5

H0
~1!~k2x2,a!

H0
~1!~k2x2,b!

, ~x2,a.x2,b!,

~A4b!

k25
v

c2
~12 ih2!,

t2,2
2 ~x2,bux2,a!5

H0
~2!~k2x2,b!

H0
~2!~k2x2,a!

.

TheRO andQO matrices in Eq.~A3! are the reflection and
transmission coefficients for the structure. The diagonal ele-
ments of these are the amplitude reflection factors~for ve-
locity! when a wave strikes a junction and reflects back into
the same system, and the off-diagonal elements are the trans-
mission factors when a wave passes, through a junction,
from one system to another. The resonances of the structure
are contained in the~near! singularities of the factorsDI a .
The reflection factor for a wave in system 1~the string!,
when it strikes the nut is

Q1,15
z12znut

z11znut
,

~A5a!
z15r1c1 , znut5 ivmnut,

where (r1 ,c1) are the linear density and transverse wave
speed in the string, andmnut is the mass of the nut. Since
there is no direct connection between systems 1 and 2
through theq junction, we haveQ1,25Q2,150. The remain-
ing element,Q2,2, is the reflection of the outgoing wave on
the head from the pot. The reflection and transmission factors
at this boundary are similar in form to Eqs.~A5! but com-
plicated somewhat by the circular geometry of system 2. It
should first be noted that the impedances of an outgoing and
an ingoing wave in circular coordinates are

z15 isc
H0

~1!~k2r !

H0
~1!8~k2r !

, z252 isc
H0

~2!~k2r !

H0
~2!8~k2r !

, ~A6!

respectively, wheresc is the characteristic impedance of the
membrane and where the dash indicates the derivative with
respect to the argument of the Hankel function. Thus,

Q2,25
z22zrim

z21zrim
,

z252 isheadchead

H0
~2!~k2a!

H0
~2!8~k2a!

,

zrim5zpot1ztone ring, ~A5b!

zpot5 ivmpot~12 ihpot!,

ztone ring5 ivmtone ring,

where (shead,chead) are the surface mass density and flexural
wave speed on the head,mpot is the linear mass density of the
wooden pot, andmtone ring is the linear mass density of the
tone ring, if present.

The elements ofRO are the reflection/transmission coef-
ficients associated with the string/bridge/head connection.
We have

R1,15
z12~zbridge1zhead

1 ux2→0!

z11~zbridge1zhead
1 ux2→0!

,

zbridge5 ivmbridge, zhead
1,2ux2→052 isheadchead,

R2,15
2z1

z11~zbridge1zhead
1 ux2→0!

,

~A7!

R1,25
2zhead

2 ux2→0

z11~zbridge1zhead
2 ux2→0!

,

R2,25
zhead

2 ux2→02~z11zbridge!

zhead
2 ux2→01~z11zbridge!

,

wherezbridge is the mass of the bridge andzhead
1 ux2→0 indi-

cates that the impedance is evaluated at x250. Use has been
made of

Lim
r→0

S H0
~1,2!~k2r !

H0
~1,2!8~k2r !

D 521.

2. Modifications for the five-string banjo

If other strings were present, as in the analysis of the
five-string banjo, all matrices in the model are of dimension
six. The system propagator matrices are diagonal, with

tg,g
1,25e~2 ikgLg!,

for g51 to 5 and t6,6
1,2 are the same as t2,2

1,2 for the one-string
case.

The reflection factor at the peghead, Eq.~A5a!, is modi-
fied to
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Qa,a5
za2 z̃nut

za1 z̃nut
, z̃nut5znut1 (

bÞa
zb , ~A8a!

in which b runs over all the strings. There now needs to be a
transmission factor between strings at the peghead. This is
given by

Qb,a5
2za

za1 z̃nut
, ~A8b!

and, again,Q6,a5Qa,650 since there is no direct communi-
cation between the strings and the head at the nut.

The modifications to the reflection and transmission fac-
tors at the bridge are similar. Specifically, Eqs.~A7! are
changed to

Ra,a5
za2 z̃bridge

za1 z̃bridge
,

z̃bridge5zbridge1 (
bÞa

zb , ~A9!

Rb,a5
2za

za1 z̃bridge
.

1The choice between using a rigid or free baffle here is not clear. If the banjo
is played by a banjo player, the question becomes whether the player is
rigid or soft, and how big he or she is. The choice is considered moot in
light of the fact that only relative effects are considered and the choice of
baffle makes little difference.

2The convention used here is that vectors are indicated by bold quantities,
e.g., x, and matrices by bold underlined quantities, e.g.,gO . Thus, the ex-
pressiongO~x! is a matrix whose elements are vectors. As used here, the
dimension of all matrices and vectors are the same, i.e., the number of
systems involved. For example, the velocity response of the two system
structure isv(x,v)5$v1(x1 ,v),v2(x2 ,v)%, andx5$x1 ,x2%, wherex1 and
x2 are scalar position coordinates.
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The initial formulation of the problem in Ref. 1 did not
separate out the coherent and incoherent scattering. While
the form of the attenuation-compensation terms will not be
affected, the error analysis was not complete. In reformulat-
ing the theory to separate out the coherent and incoherent
scattering we start with revised Eqs.~10! and~11! from Ref.
1

r dx~ t !5s~ t12d1 /c!1s~ t12d2 /c!1s~ t12d3 /c!1...
~10!

and

uRdx~ f !u5uS~ f !u3ue2 i2p f ~2d1 /c!1e2 i2p f ~2d2 /c!

1e2 i2p f ~2d3 /c!1...u. ~11!

The second term on the right hand side of Eq.~11! sim-
plifies as

ue2 i2p f ~2d1 /c!1e2 i2p f ~2d2 /c!1e2 i2p f ~2d3 /c!1...u2

5 (
i 5 j 51

n–

11 (
iÞ j 51

n–

e2 i2p f ~2di /c22dj /c!, ~11b!

where the first term on the right hand side is the incoherent
scattering term and the second term is the coherent scattering
term, andn̄ is the number of scatterers in a unit length,dx.2

Simplifying Eq. ~11b! yields,

ue2 i2p f ~2d1 /c!1e2 i2p f ~2d2 /c!1e2 i2p f ~2d3 /c!1...u2

5n̄1Fcoh. ~11c!

Relating Eq.~11c! to ~11! gives

uRdx~ f !u5uS~ f !un̄1/2S 11
Fcoh

n̄ D 1/2

. ~11d!

The term under the radical can be expanded as

S 11
Fcoh

n̄ D 1/2

511
1

2

Fcoh

n̄
2

1

8 S Fcoh

n̄ D 2

1...511Fcoh8 ,

~11e!

whereFcoh8 ,Fcoh for n̄>1. As n̄ ~number density! becomes
large, Fcoh8 !Fcoh. Multiplying by the round trip propaga-
tion loss gives a revised Eq.~12! as

uRdx~ f !u5uS~ f !un̄1/2~11Fcoh8 !e22a~ f !x. ~12!

Integrating Eq.~12! over the length of the gate,L, gives

uRL~ f !u5uS~ f !un̄1/2
1

L E
0

L

~11Fcoh8 !e22a~ f !xdx. ~13!

Equations~17!–~19! would then be rewritten as

uRdx~ f !u25uS~ f !u2n̄~11Fcoh!, ~17!

uRdx~ f !u25uS~ f !u2n̄~11Fcoh!e
24a~ f !x, ~18!

uRL~ f !u25uS~ f !u2n̄
1

L E
0

L

~11Fcoh!e
24a~ f !xdx. ~19!

Omit ~20!. Equations~24!–~27! would then become

WOO~ f !5
uP~ f !u2uS~ f !u2

L2
n̄F E

0

L

~11Fcoh8 !e22a~ f !xdxG2

,

~24!

eOO~ f !5
uP~ f !u2uS~ f !u2

L
n̄S 2

AOO
1/2 E0

L

Fcoh8 e22a~ f !xdx

1
1

L F E
0

L

Fcoh8 e22a~ f !xdxG2D , ~25!

and asaL becomes large

2967J. Acoust. Soc. Am. 114 (5), November 2003 0001-4966/2003/114(5)/2967/2/$19.00 © 2003 Acoustical Society of America



eOO~ f !5
uP~ f !u2uS~ f !u2

L
n̄S 2E

0

L

Fcoh8 e22a~ f !xdx

1
1

L F E
0

L

Fcoh8 e22a~ f !xdxG2D , ~26!

eOM~ f !5
uP~ f !u2uS~ f !u2

L
n̄E

0

L

Fcohe
24a~ f !xdx. ~27!

As the number of scatterers,n̄, increases theFcoh8 term falls
off much more rapidly than theFcoh term. Consequently, the
error term for the Oelze and O’Brien compensation becomes

smaller relative to the error term from Eq.~27! for increasing
n̄.
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